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EDITORIAL

“ADVANCED COMPUTING SYSTEMS”

Guest Editor:

This special issue at the International Scientific
Journal of Computing includes selected invited
papers presented at the Sixth IEEE International
Conference on Intelligent Data Acquisition and
Advanced Computing Systems: Technology and
Applications (IDAACS’2011), which was held in
Prague, Czech Republic, September 15"-17", 2011.

The Conference was organized by the Research
Institute for Intelligent Computer Systems, Ternopil
National Economic University, Ternopil, Ukraine
and co-organized by the Faculty of Electrical
Engineering, Czech Technical University in Prague,
Czech Republic.

The IDAACS Conference series are established
as a forum for high quality reports on state-of-the-art
theory, technology and applications of intelligent
data acquisition and advanced computer systems.
These techniques and applications have experienced
a rapid expansion in recent years that have resulted
in more intelligent, sensitive, and accurate methods
of data acquisition and data processing.
Subsequently, these advances have been applied to:
manufacturing process control and inspection;
environmental and medical monitoring and
diagnostics; and intelligent information gathering
and analyses for the purpose security and safety.

The IDAACS’11 workshop sessions were
organized under the following topic areas: Advanced
Instrumentation and Data Acquisition Systems;
Intelligent Distributed Systems and Remote Control,
Virtual Instrumentation Systems; Advanced and
High Performance Computing Systems; Cluster and
Grid Technologies, Parallel Software Tools and
Environments; Embedded Systems; Artificial
Intelligence and Neural Networks for Advanced
Data Acquisition and Computing Systems;
Advanced Mathematical Methods for Data
Acquisition and High Performance Computing;
Industrial Signal and Image Processing; Data
Analysis and Dynamic Modelling; Intelligent
Information and Retrieval Systems; Robotics and
Autonomous  Systems; Information Computing
Systems  for  Education and  Commercial
Applications;  Bio-Informatics and Homeland
Security; Safety, Security and Reliability of
Software; Wireless Systems — Special Stream.

The paper “Spatial Data Processing Tools and

Dana Petcu

Applications for Black Sea Catchment Region” by
Dorian Gorgan, Victor Bacu, Danut Mihon,
Denisa Rodila, Teodor Stefanut, Karim Abbaspour,
Pierluigi Cau, Gregory Giuliani, Nicolas Ray and
Anthony Lehmann describes the development of the
enviroGRIDS project that provides a set of tools,
applications and platforms concerning with the
processing of huge spatial data for the Black Sea
catchment region. The paper highlights the main
issues of interoperability between Geospatial and
Grid infrastructures, and between different platforms
supporting the Earth Science oriented tools and
applications. The BSC-OS portal provides end user
applications  for spatial data management,
hydrological model calibration, environmental
scenario development and execution, workflow
based satellite image processing, data reporting and
scenarios visualization, and development of Earth
Science oriented training materials.

The paper “Synthesis of Modular-Structured
Systems for Automatization of Decisionmaking
Processes in Transport Logistics” by Yuriy P.
Kondratenko, Sylvia B. Encheva and levgen V.
Sidenko presents in details the evaluation of the
quality of transport services to select cargo shipping
company using considerations of ranging analysis of
transport logistics problems and decision-making
methods. These problems are represented as
subsystems of DSS module type.

Within  the paper “Competition Between
Heterogeneous Agents in Complex Environment” by
Tomasz Owczarek considers the application of a
complexity theory to study heterogeneous
organizations in an environment filled with their
competitors and complementors. An agent-based
simulation model is used to analyze effects of
interactions in an environment with different level of
complexity. Agents, differing in size and
adaptability, try to adapt to fitness landscape they
are placed in order to increase their fitness level.

The paper “Monalisa: A Monitoring Framework
for Large Scale Computing Systems” by Ciprian
Dobre, Ramiro Voicu and losif C. Legrand
describes a set of distributed services for monitoring,
control, management and global optimization for
large scale distributed systems. It is based on an
ensemble of autonomous, multi-threaded, agent-
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based subsystems which are registered as dynamic
services. They can be automatically discovered and
used by other services or clients. The distributed
agents can collaborate and cooperate in performing a
wide range of management, control and global
optimization tasks using real time monitoring
information. The MonALISA includes a coherent set
of network management services to collect in near
real-time information about the network topology,
the main data flows, traffic volume and the quality
of connectivity.

In the paper “Interactive Environment for
Massive Neuroscience Simulations in Grid” by
Andrii  Salnikov, Oleksandr Sudakov, Roman
Levchenko, levgen Sliusar and Anton Savchenko
the end-user oriented system for massive
computations within a grid system is presented. The
system provides support of user interfaces for input
and output data staging, asynchronous jobs
submission and control, tasks status and results
monitoring. The main advantages of the described
gridportal are flexibility in computations, back-ends
support and possibility to interactively handle
thousands of jobs. The described environment was
implemented in  Ukrainian  National  Grid
infrastructure for massive simulations of non-linear
dynamics in neuroscience.

In the paper "Novel Chatterbot System of
Estimating Current User Interests by Means of Web
Information” by Miki Ueno, Naoki Mori and
Keinosuke Matsumoto proposed the novel
chatterbot which can estimate current user interests
by means of Web information to solve a problem of
human-like conversation. In proposed chatterbot, the
interests are represented by the interest vectors that
were created by Bulletin Board System data.

The paper “Fusion of Recirculation Neural
Networks for Real-Time Network Intrusion
Detection and Recognition” by Pavel Kachurka and
Vladimir Golovko deals with a recirculation neural
network based approach which allows detecting

previously unseen type of computer attack in real-
time mode and to further correct recognition of this
type of an attack. They used recirculation neural
networks as an anomaly detector as well as a misuse
detector, ensemble of anomaly and misuse detectors,
fusion of several detectors to correct detection and
recognition of attack types.

The paper “Modified Probabilistic Neuro-Fuzzy
Network for Text Documents” by Yevgeniy
Bodyanskiy, Irina Pliss and Valentyna Volkova
presents the usage of the modified probabilistic
neuro-fuzzy network for text mining based on
received knowledge and domain ontologies.

This selection of papers represents the topics of
the IDAACS’2011 conference in the area of
“Advanced Computing Systems”. | hope it will be
interesting reading!

Dana Petcu
Institute e-Austria Timisoara,
and Computer Science Department,
West University of Timisoara, Romania
petcu@info.uvt.ro
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Abstract: The enviroGRIDS project has developed and provides through the BSC-OS portal a set of tools, applications
and platforms concerning with the processing of huge spatial data for the Black Sea catchment region. The paper
highlights the main issues of interoperability between Geospatial and Grid infrastructures, and between different
platforms supporting the Earth Science oriented tools and applications. The BSC-OS portal provides end user
applications for spatial data management, hydrological model calibration, environmental scenario development and
execution, workflow based satellite image processing, data reporting and scenarios visualization, and development of

Earth Science oriented training materials.

Keywords: spatial data; grid computing; hydrological model; satellite images; Earth Science.

1. INTRODUCTION

Ecologically unsustainable development and
inadequate resource management, in the context of
climate, land cover and population changes, in the
Black Sea catchment region, are the main concern of
the enviroGRIDS (Black Sea  Catchment
Observation and Assessment System supporting
Sustainable Development) FP7 project [1]. The
guantity and quality of waters are extremely
important as well as understanding the evolution of
the complex environmental systems over the coming
decades. The enviroGRIDS project aims to develop,
calibrate, and make available the hydrological model
of the Black Sea catchment region by four main
achievements:

o Collection of large transnational data sets;

e Adequate management and sharing processes
of the environmental data by a dedicated
Spatial Data Infrastructure (SDI);

o Distributed computing in order to allow
running a high-resolution hydrological model;

e Providing a set of tools and applications to
specialists and citizens in order to access data
processing and visualization, and analyze
environmental scenarios.

One main challenge of the project is to

experiment and implement the interoperability
between different technologies, platforms, and
applications. One such a case is the interoperability
between the Geospatial and Grid infrastructures, in
order to extend the features provided by the both
technologies. The Geospatial technologies offer very
specialized functionalities for Earth Science oriented
applications meanwhile the Grid technology is able
to support high performance computation by
scalability, and distributed and parallel processing.

The resources of the enviroGRIDS system are
accessible to the large community of users through
the BSC-OS (Black Sea Catchment Observation
System) portal. By single sign-on authentication
technique the portal provides Web applications for
data management, hydrological models calibration
and execution, satellite image processing, report
generation and visualization, and virtual training
center.

This presentation focuses on the BSC-OS portal
architecture, and the main challenges and issues
regarding the development of environmental tools
and applications regarding the Black Sea catchment.

The paper is structured as follows. Section 2
presents the works and achievements related with
the enviroGRIDS project. Section 3 sketches the
portal architecture and the set of tool and application
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categories. Each of the next six sections describes a
tool and application category such as data
management, SWAT model calibration and scenario
execution, satellite image processing, spatial data
visualization and reporting, two demonstrator
applications oriented to citizens and decision
makers, and virtual training center. The last section
concludes on the portal development and future
work.

2. RELATED WORKS

The enviroGRIDS project develops the SWAT
model as a high-resolution (i.e., sub-catchment
spatial and daily temporal resolution) water balance
model to the entire Black Sea catchment region. The
model is calibrated and validated by using river
discharge data, river water quality data, and crop
yield data as in [2]. The Black Sea watershed related
hydrological model is very complex due to the
highly interconnected and continuously evolving
interactions at many spatial and temporal scales, and
requires to gather and integrate different sets of
environmental data (e.g. physical, chemical,
biological) [3]. Other European projects aim
environmental related subjects [4]. IS-ENES project
develops the European Network for Earth System
Modeling (ENES), which calls together the
European  climate/Earth  system modeling
community in order to work on understanding and
prediction of future climate change. The
ENSEMBLES project was a joined effort to develop
an ensemble prediction system for climate change
based on the principal state-of-the-art, high
resolution, global and regional Earth System models
developed in Europe. The METAFOR project
addresses the fragmentation and gaps in availability
of metadata for climate data that are currently found
in existing repositories. The goal of the DRIHMS
project is to systematically build a bridge between
the HMR (Hydro-Meteorological Research) and ICT
(Information  and  Computing  Technology)
communities, and to identify requirements of HMR
users and match them to capabilities of the newly
developed ICT infrastructure. The GENESI-DEC
project aims to provide guaranteed, reliable, easy,
effective access to a variety of data, facilities, tools
and services to an ever increasing number of Digital
Earth users from all disciplines.

The projects EGEE, SEEGRID-SCI, and C3Grid,
provide solutions for sharing complex spatial and
environmental data sets, and Grid based processing
tools and applications. The aim of the C3Grid
project for instance, is to create a grid-based
working environment for earth system research.

Manny other European projects such as SAW-
GEO, CYCLOPS, GDI-Grid, GEO-Grid,

DEEGREE, DORII, and GENESI-DR address the
management of spatial data and environmental tools
and applications.

Other EU projects such as OBSERVE, EGIDA,
Balkan GEONET, enviroGRIDS, BalkanGEONet,
and GEONetCab have significant contribution to the
development of the environmental network and
observation capacity in the South East Europe.

The enviroGRIDS project gathers solutions and
experience from many of these mentioned projects
in order to approach the particularity of the Black
Sea catchment region in terms of SDI, platforms
interoperability (i.e. Geospatial and Grid, and
software platforms like URM, gSWAT, ESIP,
GreenLand, gProcess, eGLE, etc), high resolution
models, processing scalability, user interaction
usability, and processing efficiency.

3. BSC-OS PORTAL

The BSC-OS portal consists of a set of Web
applications through which the users access the
system resources such as spatial data, hydrologic
models, environmental scenarios, data processing
tools, visualization facilities, environmental reports,
and training materials (Figure 1).

There are five categories of users such as data
providers, earth science specialists, decision makers,
citizens, and system administrators. The user may
access the features of an individual application by
local authentication, or all published applications of
the portal by the single sign-on authentication.

The main user tool and application categories
provided by the portal are [xx]:

o Data management — provides the user with
spatial data management and operations. The
user may enter data and metadata, visualize,
modify, update, and remove spatial data from
repositories;

¢ Hydrologic model management — provides the
Earth Science specialists with hydrologic
model configuration, scenario and model
development, model calibration and scenario
running. One of the water quality models used
in the enviroGRIDS project is SWAT (Soil
Water Assessment Tool) [6]. It is a model
designed to estimate impacts of land
management practices on water quantity and
quality in complex watersheds. The SWAT
model requires specific information about
weather,  soil  properties,  topography,
vegetation, and land management practices of
the watershed:;

o Satellite data processing — the specialist may
process satellite data and images in order to
search for relevant information (e.g. land
cover, vegetation, water, land use, soil
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BSC-OS Portal

Data Management

Applications/ SWAT

Visualization Decision Maker/

Tools Scenarios Tools Citizen Tools
Geospatial and Grid Services
URM SWAT ESIP, CWE Geggg‘:‘;al eGLE
(GANGA) gProcess (BASHYT) andGrd
Technologies

Geospatial Oriented Level

gLite Middleware

Grid Infrastructure (EGEE)

Data Repositories

-Scenarios

-Spatial data, catalogues, maps
-Application data (hydrology, clime, soil, etc.)

-Results of processing

Fig. 1 — BSC-OS portal architecture

composition, etc);

¢ Data visualization and report — the specialists
visualize various spatial data in different
formats and views and  compose
environmental reports for decision makers and
citizens;

e Decision maker and citizen applications —
provide the decision makers with the
interactive and graphical tools to access the
private environmental reports. The user may
visualize data that make possible statistical
analysis and predictions;

e Virtual training center - supports the
specialists to develop Earth Science oriented
training materials and the users to execute the
lessons.

The regular users visualize the reports generated
by the specialists as results of executing
environmental scenarios. The input data for the
reports are built up by the specialists by running
hydrological models of the Black Sea catchment
area and by processing related satellite data. All data
sets required for building up the hydrological
models, environmental scenarios, and spatial models
are provided and entered into the system by the data
providers.

4. DATA MANAGEMENT

The URM (Uniform Resource Management

System) platform [7] allows users to search and
share spatial and non-spatial information, and
establish a network to encourage a broader
community to adopt and support the GEOSS concept
of data sharing for a more sustainable environment.
The URM Geoportal is not the one integrated
solution, but a set of modules and services, which
are able to communicate through interoperable
services defined by OGC (Open Geospatial
Consortium), and W3C (World Wide Web
Consortium). URM Geoportal consists of four basic
blocks interconnected through metadata:

1. Metadata management is supported by the
MicKa toolset for editing and management of
metadata for spatial information, Web services and
other sources;

2. Data management by the DataMan application.
It supports the import, export, and management of
spatial data in files or databases, for both raster
(IFF/GeoTIFF, JPEG, GIF, PNG, BMP, ECW) and
vector (ESRI Shapefile, DGN, DWG, GML) data
types;

3. Data visualization, provided by the MapMan
software tool. It supports publication of spatial
compositions from locally stored data with external
WMS (Web Map Service), WFS (Web Feature
Service) data services;

4. Content management for publishing in context
and connections with social networks, is supported
by the SimpleCMS toolset.
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Fig. 2 — Detailed visualization of the gSWAT calibration results

5. SWAT MODEL CALIBRATION AND
SCENARIO EXECUTION

The SWAT model supports the specialists on
making predictions on the effects of management
decisions on water, sediment, nutrient and pesticide
yields with reasonable accuracy on large, engaged
river basins [8]. The data package of the model
could be quite large (up to 20 thousands) and its
running requires great storage capacity and high
power computation resources.

A. gSWAT Application

The gSWAT application has been developed in
enviroGRIDS project and available through the
BSC-OS Portal in order to support the development,
calibration and execution of the SWAT model [9].
Grid based computation infrastructure is the basic
solution for parallel and distributed processing of the
hydrological model in the gSWAT application.

It is developed as a Web application that hides to
the user the complexity of the Grid infrastructure
(Figure 2). The application provides support for
scalable models in terms of geographical area,
modeling resolution, and number of users. Multicore
architecture and GPU cluster based solutions are
explored as well in order to speed up and optimize
the hydrological model processing [10].

B. SWAT Oriented Services

gSWATSIm is a server side extension of the
gSWAT platform that is exposed as a collection of
REST Web Services supporting the user to create
new projects (i.e. new scenarios), modify some

information related to projects (e.g. project name,
description, etc.), run environmental scenarios,
upload results to visualization module (i.e.
BASHYT), and visualize the execution status of
scenarios.

C. SWAT Model Development and Running

The hydrological model could be developed,
calibrated and run through various approaches based
on the gSWAT, gSWATSim services, and BASHYT
platforms. The specialist could use the following
solutions:

1. gSWAT application — The specialist develops
the SWAT model by using ArcSWAT and ArcView
tools on his desktop. By using the gSWAT
application the user uploads the model onto the
gSWAT server and performs interactively the
calibration of the model [9]. The user controls the
convergence to the optimal calibration (i.e.
parameters, simulations, and iterations) by
interactive techniques provided through the Web
graphical user interface (Figure 2). Finally the user
may download the resulted calibrated model.

2. gSWAT and BASHYT tools - The
applications “work together” by separate working
sessions that are connected just at the data level. The
main advantage of this solution is the independency
of the tools. The user performs the following steps:
develop the SWAT model just in BASHYT, and
then downloads the archived SWAT files and
metadata. Now, follows the calibration by gSWAT
as in the first solution. Finally the user uploads the
results into BASHYT and Vvisualizes the
environmental information.
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3. gSWATSIim services — The applications work
together through a common Storage Element and
dedicated Web Services. The working session is in
BASHYT through which the user develops the
model and defines the scenario. The user exports to
gSWATSIim the data onto the Storage Element, then
through the dedicated Web Service the execution
environment is customized, and the scenario is
executed. Scenario execution progress can be
monitored directly in BASHYT. Finally after the
execution, the results are available automatically
into BASHYT for visualization. In this solution the
user does not need to switch between the
applications. BASHYT accesses a new functionality
available through gSWATSim services, which
allows the execution and the monitoring of running
scenarios.

6. SATELLITE IMAGE PROCESSING

Satellite images could reveal information on land
cover, precipitations, geographic areas, pollution,
and natural phenomena. Spatial and environment
related data could be acquired by imagery
classification that is actually a data mining
throughout the multispectral bands. It is a
multivariable process taking in account satellite
image types (e.g. MODIS, Landsat), particular
geographic area, soil composition, vegetation cover,
and generally the context (e.g. clouds, snow, and
season). All these specific and variable conditions
require flexible tools and applications to support an
optimal search for the appropriate solutions.

One of the basic platforms supporting the
development of the Grid oriented applications for
satellite image processing are ESIP (Environment

oriented Satellite Data Processing Platform) and
gProcess [11]. ESIP supports a workflow based
flexible description of the satellite images complex
processing over the Grid. Actually ESIP includes as
well the gridified GRASS functionality [12]. The
gProcess platform supports the management and
execution of workflows (i.e. task distribution,
management of parallel and sequential tasks) over
the Grid infrastructure.

The ESIP based applications have been
developed according with the methodology reported
in [13]. The BSC-OS portal publishes the
GreenLand end user application that is accessible by
Web browsers (Figure 3). The GreenLand
application layers on the gProcess and ESIP
platforms and extends the satellite image processing
related functionality:

e Supporting the scalability, in terms of number
of users, number of projects, number of
workflows;

e By using the OGC Web services in order to
search, visualize, fetch, and store the satellite
images;

¢ Interoperability between GreenLand and URM
is supported by standard OGC services (e.g.
WMS, WCS, and WFS);

e GreenLand publishes satellite data by OGC
services provided by GeoServer, and
registered on the URM server;

o The GreenLand functionality and operators are
published as WPS services (e.g. NDVI, EVI,
and Accuracy Assessment);

e Two editors support the development of Basic
Operators and Workflows. The first editor
includes into the GreenLand platform the
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basic operators, which are used later to
develop complex functionalities as workflows.
The  Workflow  editor supports the
diagrammatic  description  of  complex
processing to be executed over the Grid.

The main features of the GreenLand cover the
requirements defined three main use cases in
enviroGRIDS project: land cover monitoring for the
Istanbul area in Turkey, Rioni River in Georgia, and
Mosaic scenario related with the Black Sea
catchment region.

7. DATA VISUALIZATION AND
REPORTING

BASHYT (The Basin Scale Hydrological Tool)
[14] is a Web based interface to SWAT that works
together with ArcSWAT and AvSWAT [15]. It can
be used to manage many watersheds/scenarios at
once and exposes on the Web a template to produce
environment oriented applications. The applications
can be edited directly through the browser.
BASHYT implements the Driving forces-Pressures-
States-Impacts-Responses paradigm and is able to
produce reports on environmental states that can be
visualized in different ways.

In BASHYT the SWAT models are stored into a
relational database. A preprocessing step is required
to import raw data (vector, raster and tabular data)
into the system. After importing SWAT models
BASHYT could offer tables, charts, and maps in a
transparent way to the end users.

8. CITIZENS ORIENTED APPLICATIONS

Two demonstrator Web applications for citizens
have been developed within the enviroGRIDS
project and available through the BSC-OS Portal.
The first application, which is related to near real
time dissemination of environmental data to citizens,
a flood forecasting demonstrator is applied on the
Somes Mare catchment in northern Romania. For
the second application, related to long term planning
in river basins a demonstrator for long-term planning
of remediation strategies regarding flooding,
sediment and ecosystem problems along the Danube
River section between the towns of Braila and
Tulcea has been selected.

The first application is supported by the HEC-
HMS [16] hydrological model executed over the
Grid infrastructure, and the second one is supported
by the SOBEK 1D/2D [17] hydrodynamic model of
flow and sediment transport. Geospatial data is
available through the enviroGRIDS URM Portal by
standard OGC services, while for water-related time
series data the emerging WaterML standard is used.

On the client side, for both applications the main
interfaces are map-based (e.g. OpenLayers, Google

maps, and Google Earth platforms), over which the
additional data are overlaid as spatially distributed
data, or point data containing time series of modeled
results.

9. TRAINING MATERIALS

The BSC-OS Portal provides the virtual training
center based on eGLE (GiSHEO elearning
Environment), developed initially through the
GISHEO project [18]. The training system has as
generic users the teacher and the student. The
teacher is the Earth Science specialist who authors
teaching materials and coordinates the training
sessions. The student is the trainee who accesses the
teaching objects organized by lessons in order to get
presentations, experiment algorithms on spatial data,
process satellite images, execute environmental
scenarios, and visualize reports already prepared by
the specialists.

The teaching material is built as lessons in terms
of templates, patterns, and tools. The Earth Science
related content of the lessons may be fix or
dynamically fetched from data repositories by
standard OGC services such as WMS and WCS,
(Figure 4).

The teacher may use the Grid based execution to
process satellite images, to execute specific
algorithms through workflow descriptions or to
visualize previously created teaching resources (i.e.
already processed satellite images, geographical
maps, diagrams, algorithm workflow descriptions,
etc.). The students have only the ability to execute
the lessons according to the constraints established
by the teacher. Depending on the interaction
specified level, they could as well be allowed to
describe and experiment new workflows (i.e.
algorithms, scenarios) or choose different input data
(e.g. satellite images, parameters) for existing ones.

10. CONCLUSIONS

The development of the BSC-OS portal and
generally the research through the enviroGRIDS
project have revealed a lot of challenges regarding
the gathering data into a dedicated SDI,
interoperability between Geospatial and Grid
infrastructures, connections through standard OGC
services, and interoperability between platforms
developed by different partners (e.g. URM, gSWAT,
ESIP, gProcess, GreenLand, gLite, BASHYT, and
eGLE), huge spatial data sets involved in the
development of hydrological models and
environmental scenarios (e.g. Danube, Mosaic,
Black Sea Catchment, Istanbul, and Rioni River in
Georgia), security and access management in
different platforms, application development in
distributed and heterogeneous systems, etc.
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Fig. 4 — eGLE eLearning platform for teaching materials development and execution

Another issue the portal development has to face
is the compatibility with new technologies and
functional requirements. One main concern is the
compatibility with the new European Middleware
Initiative (EMI) that aims to improve and
standardize the dominant existing middlewares in
order to produce one simplified and interoperable
middleware [19]. EMI attempts to unify a few Grid
platforms such as ARC, gLite, Unicore and dCache.
The EMI and Globus platforms will empower the
EGI (European Grid Infrastructure) with more
stable, useable and manageable software.

The main work aims to develop extended and high
resolution models and scenarios, to improve the tool
and application functionality, and to improve the
user interaction techniques with spatial data models.

The service oriented architecture, multicore,
GPGPU based systems, Cloud processing are other
technologies that are explored in order to extend the
scalability, interoperability, standard connectivity,
functionality, usability of end user applications,
system efficiency, and to improve the performance
of data processing.
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Abstract: The ranging analysis of transport logistics problems and decision-making methods were held in the paper.
The problems, which are represented as subsystems of DSS (Decision Support System) module type, were considered.
One of which, in particular, evaluation of the quality of transport services to select cargo shipping company, was

considered in details.
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1. INTRODUCTION

Formation and organization of cargo shipping
chains work is associated with intense and rapid
exchange of information between participants of
transport process [1]. Transport companies need to
select kind and type of vehicles and organize
transportations providing the required level of
shipping quality, which determines the profit of
company, its image, and competitiveness [2]. To
increase the efficiency of cargo transportation the
significant role is assigned to informational
technologies and software tools that allow
accompanying the stages of transport logistics on the
new intellectual level [2].

2. PROBLEM STATEMENT

Customers of transport services often are not
satisfied with the quality of services, as there take
place violations of delivery terms, spoiling and
loosing cargo [1]. This is due to the complexity of
cooperation process of large number of forwarders,
carriers and logistic companies. This raises a
difficulty of constructing rational routes of cargo
transportation, absence of universal program
systems that accompany processes of cargo
transportation in real time [2]. The important aspect
of modern transport logistics is to ensure continuity
of controlled processes in transport nodes, where
while cargo passing nets of different transport
agencies are crossing, an exchange of information
between different nets takes place. It concerns, for

example, transshipment points (ports, railway
stations, etc.), and organization of uninterrupted
mixed transportations [3, 4].

Development of decision-making support system
(DSS) will allow resolving problem issues of
coordination of interaction between different
objects-participants of cargo transportation process,
selecting optimal routes and others [5, 6].

Solving complex of problems associated with the
organization of cargos movement implies a previous
classification of transport logistics problems [5]. It is
necessary to increase efficiency of decision making.
Herein it is reasonable to define methods that are the
most effective to use in the process of solving
determined tasks.

The analysis and research of transport logistics
tasks [5, 6, 7] allows to outline the main ones that
are presented in the form of DSS subsystems module
type in Fig.1

Selecting optimal
routes of cargo
transportation

7

<:)‘ DSS «MULTI CHOICE» ‘(}:{> Determining optimal

size of fleet

transportation
e — -
Dat: . Conditions of
ata entry DATA AND KNOWLEDGE BASE _ uncertainty

Fig. 1 — Module structure of DSS “MULTI CHOICE”

Multicriteria evahiation of the
transport services quality

Planning transportation from
provider to consumer

Selecting type of
hicle and type of

developing
algorithmic

The purpose of this paper is
approaches  of  structural and
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organization of DSS modules to solve transport
logistics tasks, in particular, to estimate the quality
of transport services.

3. MODULES’ CHARACTERISCTICS OF
DSS “MULTI CHOICFE”

DSS module (Fig. 1) to select type of vehicle and
type of transportation.

The task of selecting the type of vehicle is solved
in conjunction with other logistics tasks, in
particular, creating and maintaining optimal stocks
level, choosing type of packing and others. The basis
of transport selection, optimal for a specific
transportation, is information about features of
different types of vehicles. Currently there is a
problem of a large number of advantages and
disadvantages for each type of vehicle [1].

Transport logistics identifies five types of
transport (railway, road, air, marine and pipeline) [1,
2, 3]. Herein selection of optimal transport depends
on conditions of transportation of a particular
company.

When selecting railway transport the main
advantages are transportation of large consignment
of goods under any climatic conditions, their
regularity, low cost of cargo delivery. While low
speed and impossibility of delivery to remote
locations refer to serious disadvantages [2].

The main advantages of road transport are high
mobility of vehicle, delivery directly to the place of
destination, sending cargos over short distances.
Herein the urgency of loading off cargo, high cost of
cargo transportation and relatively low cargo
capacity of road vehicles imposes similar restrictions
on the process of transportation [2].

When choosing a type of marine and air transport
should be noted dependence on navigation and
weather conditions, and also the low frequency [4].

The analysis [1-4] of pro and cons of each type of
transport means allows to identify the main criteria
of selecting the optimal type of transport. These
include (Fig. 2): the possibility of cargo delivering to
any point in the territory (K1), timeliness of delivery
(K2), security of cargo (K3), frequency of cargo
transportation (K4), transport expenses (K5), cargo
capacity (K6), ability to transport different types of
cargo (K7), independence from climatic conditions
(K8), overcoming large distances (K9), urgency of
loading off (K10). As alternative variants there are
main types of transport (Fig. 2): road (Al), railway
(A2), marine (A3), air (A4) and pipeline (A5).

| Selecting type of transport |

Fig. 2 — The structure of DSS module

The task of selecting the optimal type of transport
is reduced to solution of the decision tree (Fig. 2)
using method of Analytic Hierarchy Process. For a
specific DM the priority of criteria with respect to
main goal may vary. It depends on conditions of
uncertainty in the transportation process (time and
distance constraints, weather conditions) and
strategies of transport companies [8].

The process of cargo delivery using one type of
transport is typical for wunimodal type of
transportation [9]. However, to increase the
efficiency of shipping transport companies combine
advantages of different types of transport, while
avoiding disadvantages. Such type of transportation
is called mixed or multimodal. The problem of
corresponding  cargo transportation lies in
complexity of actions coordination of different
participants of the cargo transportation process.
Herein the cost and time of transportation increase.
Selection of cargo transportation type in each
individual case is determined by cost of delivery,
speed of order execution and other factors. The
analysis of literature and scientific researches shows
that usage of the critical path method allows to
determine optimal combination of several transport
types [9, 10]. Thus at the final stage is planning to
get optimal combination of logistics intermediaries,
which take part in the cargo transportation process.

DSS module (Fig. 1) to select optimal routes of
cargo transportation.

Selection of optimal transportation routes
depends on specifics of the cargo, its size and
purpose. Particular difficulty presents selection of
route for large size and dangerous cargos [1].

In the result of analysis and comparison of
possible alternative routes DM selects the optimal
variant for the specific criteria. Among them may
be: minimum transportation path length, time of
transportation, transport expenses, cargo residues
when implementing routes and others [5].

Investigation and analysis of problems of
selecting the optimal transportation routes allow to
outline main tasks of combinatorial optimization
(class NP-hard problems), solving of which leads to
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solution of corresponding problem. To such tasks
correspond: travelling salesman problem (TSP),
vehicle routing program (VRP) with restrictions on
cargo capacity (CVRP) and “time windows”
(WRPTW), problem of the pack (KP). Thus finding
the optimal route requires full search of all possible
alternative decisions. There is a problem of
increasing computational expenses by increase of
the vector of input information dimension [11].

Let’s consider the example of the deterministic
task of planning routes for 33 nodes (N =33),
when all initial information is known (coordinates of
diversified transport system nodes and volume of
orders in the form of distinct values).

Coordinates of nodes Xi,Yi,ie{l,Z,...,N},

where cargo consumers are, are presented in Table
1, cargo capacity of transportation unit

D_.. =5tons, order Qi€ {l, 2, N} in nodes
are presented in Table 2.

Table 1. Coordinates of diversified transport system
nodes

Ne e Y. Ne X |y Ne X. Y.

node ! ' | node ! ! node ! !
26 | 59 12 66 | 14 23 31 76
40 | 66 13 44 | 13 24 22 53
55 65 14 26 | 13 25 26 29
35 | 51 15 11 | 28 26 50 | 40
62 | 35 16 7 | 43 27 60 | 40
62 | 57 17 17 | 64 28 60 15
62 | 24 18 41 | 46 29 47 66
21 36 19 55| 34 30 30 60
33 | 44 20 35 | 16 31 30 50
9 56 21 52 | 26 32 12 17
11 62 | 48 22 43 | 26 33 15 14

X, =40,Y, =40 - coordinates of base node (#=0),where
warehouse complex and transportation company are situated

Slo|o|(~No|u|~|win|-

Table 2. Cargo ordering in each set of nodes

80

701

60 -

Fig. 3 — Routes of transportation

According to Hamiltonian cycles, formation of
which is based on saving-algorithm, there are

designated S =4 routes Ri,ie{l,Z,...,S} of

different length and structure (Fig. 3). It depends on
cargo capacity of vehicles and volume of orders in
nodes. For shipping of total orders 4 transportation
units are needed for 4 routes accordingly. In the
Table 3 there are presented length of each route

L,.r e{l, 2,...,R} , the amount of carried cargo
Q,.re {1,2,..., R} and residual amount of cargo
AD}, . Herein there are determined the total length of
all routes Ly =448,3 km, the volume of orders in

nodes Qy =16,91 tons and performance indicator
of vehicles workload E =0,85 by equation (1).

E=1§[1— ADy] (1)

Table 3. Routes characteristics

Using data (Table 1, 2) let’s form routes of

vehicles with cargo capacity D on the basis of

max

results of saving-algorithm for total orders (Fig. 3).

L
node# | Q node # Q node# | Q, R Route structure " Q AD,
1 0,8681 12 0,8791 23 0,3472
2 06997 | 13 | 04565 | 24 [0,1072 1 (3)-23632-16-16-10-17-23-2-29- 176.74 | 4.69 | 031
3 0,7929 14 0,1406 25 0,5455 =
4 0,8111 15 0,0981 26 0,7128 2 | 0-11-27-5-7-12-28-13-20-14-0 | 130,41 | 4,93 | 0,07
5 0,1842 16 0,5704 27 0,7950 3 | 0-25-8-24-1-30-31-4-9-18-0 91,48 | 490 | 0,10
6 0,2531 17 0,1034 28 0,6341 4 | 0-26-19-21-22-0 49,67 | 2,39 | 2,61
7 0,9053 18 0,2872 29 1,0205
8 0,4809 19 0,3286 30 0,3373 Depending on conditions of uncertainty (volume
9 0,8336 20 0,2594 81 0,6244 of orders in nodes) and cargo capacity of vehicles,
10 0,5102 21 0,5658 32 0,0400
11 0.6735 22 0.7832 33 0.2592 the amount and the structure of routes can vary.

The task of planning transportation routes
becomes more complicated if orders in nodes are
represented as fuzzy numbers, for example,
triangular shape of membership function [14]. Usage
of DSS module (Fig. 1) to select optimal routes of
cargo transportation also is designed for solving
problems of corresponding complexity.
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DSS module for planning transportation from
suppliers to consumers (Fig. 1).

Analysis of literature [1, 2, 14] shows that one of
the approaches to solving tasks of cargo
transportation  planning is  bringing it to
transportation task of Monge-Kantorovich. It is a
mathematical problem of linear programming to find
optimal plan to separate homogeneous objects from
suppliers (warchouses) to consumers. Herein
expenses on transportation should be minimal.

At present we know several methods (algorithms)
of solving transportation problem of linear
programming. These include: methods of northwest
corner, minimum value, Vogel (to get initial plan),
method of potentials to improve key plan and to get
the best variant of cargo transferring. In many
transportation companies the problem of planning
routes of cargo delivering and passengers is solved
with the help of the distribution method, the delta-
method, network methods, etc. But such problems
are often compounded by varied conditions and
restrictions, in particular, the necessity of cargo
delivering in minimum time, the availability of
cargo and demand for it are not balanced, etc. [15].
One of the disadvantages of transport problem is that
the model of cargo transportation does not take into
account the heterogeneity of freight cargo and
vehicles. Solution of this problem is achieved by
means of considering multiindex (three-planar T-3P
and three-axial T-3A) transportation tasks [16].
Solution of such class of problems allows to get
optimal plan of transportation of diverse cargo by
different types of vehicles.

Let’s consider the
transportation  planning

example of
from 3

apple
companies

{PI,PZ,I%}, which grow them, to 6 customers

{Kl,Kz,...,K6}. Moreover, each of them should

get the appropriate amount of products. It is
necessary to develop such transportation plan, when
total expenses on its realization are minimal.
Scheme of transport links between suppliers and
customers are presented in Fig. 4.

Fig. 4 — Scheme of transport links

In table 4 there are represented accurate values of
transportation expenses G, 6{1,2,..., P} N 6{1,2,..., K}

on transportation of product unit from suppliers

P,ie {1, 2,..., P} to customers K;,i e {1, 2,..., K}

Table 4. Matrix of transportation expenses

Kl K2 K3 K4 K5 Ks
P, | 4 1 2 7 8 5
P, | 7 5 3 4 6 8
P, | 8 4 6 2 5 10

With the help of linear programming methods we
find initial plan, and then improve it to optimum, for
example, ss-method. We get the decision tree (Fig.
5), in the root of which there is an alternative

decision (plan) E11 with a value of objective
function Z, =10545 vah. Further the initial plan

improves till on the next stage the value of objective
function is not changing.
This means that the optimal plan found.

E
Z,— 10543
T

v b ol '
1 I T 1]

e

Fig. 5 — Decision tree for transportation planning

‘
‘

|
H [E

For considered example the transportation plan,
that meets alternative decision E; with the value of

the objective function Z, =9380 uah., is optimal
(Table 5).

Table 5. Optimal transportation plan

Ki | Ko | Ks | Ky | Ks | Kg | Offer
P, 375 | 120 105 600
P, 485 255 740
P, 170 230 | 520 920

Demand | 375 | 290 | 485 | 230 | 520 | 360 | 2260

One of the problems of cargo transportation
planning is unpredictability of the input data
changes, where take place orders and expenses on
transportation in the form of fuzzy numbers.
Algorithm of the ss-method allows to get over to
solving of problem of transportation planning in the
assumption that the costs are fuzzy [13]. For
convenience in  performing  corresponding
calculations and easiness of getting fuzzy data we
will fuzzy numbers of triangular shape (FNT) that,

for example, correspond to values of expenses (|

for external conditions F, (¢, for external
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conditions F, and (, external conditions F;. In

Fig. 6 there is represented FNT (= (ql, a,, q3) that

characterize expenses on cargo unit transportation.

o (3)

1

0 q; q, qs x
Fig. 6 — Expenses on cargo unit transportation

To use ss-method it is necessary to do operations
of addition, subtraction and comparison of FNT
[12]. Comparison can be made in various ways, one
of which is based on identifying deviations
according to formula (2).

é(A’O) :m’ al’az’a3 cR (2)

Of the two alternative decisions is chosen that,
which deviation is lower. For example, for the

alternative decision (transportation plan) E31 with
value of performance function in form of FNT

Z; =(1010,1560,2130), will  be
4 (Z,O) =3130. Thus for the alternative decision
E; with value of function Z; =(930,1580,2020)
in the form of FTN, deviation is f(Z, 0) =3070. In

deviation

such case the alternative decision Eg is better than
decision E; .

DSS module to select the optimal size of fleet

(Fig. 1).
To determine the optimal size of the fleet it is
necessary to consider cost metrics for formation of

quantitative assessments €;,i=1,..,My,j=1,...,3
of alternative variants of decisions E; for different
programs of general cargo transportation capacity
F.F.F.

The general amount of alternative decisions My
in matrix of decisions is determined as follows:

E, =FdivD,_;
E. =FdivD, +22R.; )
My =E, —E +1

max ?

The eclements €

computed by the following algorithms:

of matrix solution Heij H are

—in case of chartering additional vehicles;

—in case of simple part of vehicles.

In the formed matrix of alternative decisions that
correspond to the number of vehicles on criteria of
decision making the best variant is chosen.

Let’s consider one of the problems of this DSS
module, in particular, the problem of finding the
optimal number of vehicles with minimizing the cost
of cargo transportation from supplier to consumer,
involving transport terminals (warehouses) [1].

In each warehouse there is a known amount of
cargo that needs to be transported from supplier to
consumer by defined routes, each of which runs at
different time of the day, that’s why the amount of
goods that needs to be loaded off from transport
terminals will also vary [3].

Transportation costs for cargo shipping on each
of the routes differ between each other as they
include costs of fuel, shipping services, costs
associated with keeping cargo in warehouses, freight
costs and others [1].

Finding the optimal number of vehicles comes
down to solving problems of linear programming
with constraints on the cargo volume in warehouses
of each route [14].

The usage of graphical method for solution of
this problem is limited by the capabilities and
easiness of finding the optimal decision. This is due
to the use of only two or three variables in
performance function (the solution is achieved by
finding the optimal decision in two-dimensional and
three-dimensional space of constraints). For solving
such class of transport logistics problems it is
appropriate to use the method of directed
enumeration. This method allows to find the optimal
decision by the performance function considering all
restrictions. Thus for finding the decision they use
Newton’s method or the method of conjugate
gradients [14, 17].

DSS module to estimate the quality of transport
services (Fig. 1).

Let’s consider in more details the principles of
structural and algorithmic organization of DSS
module by the example of subsystem of transport
services quality evaluation (cargo delivering).

4. STRUCTURAL ORGANIZATION OF
DSS MODULE FOR TRANSPORT
SERVICES QUALITY EVALUATION

Analysis of literature [6, 7] shows that among
input parameters, that impact on transport services
quality evaluation, there can be determined 19 the
most important ones [18]. Let’s consider by the
example the structural organization of DSS module
for evaluation of cargo delivering quality with 11

indicators (N =11), among which there are: X, —
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custom costs; X, — costs related to possible

situations on the road; X, — costs on transportation;
X, — reliability of information about the cargo
movement; X; — timeliness of giving information;
X, —risk during transportation; X, — preservation by
amount of cargo; X, — preservation by quality o
cargo; X, — timeliness of delivery; X, — possibility
of cargo delivering to any place of territory; X, —
readiness for delivery.

Output signal is the transport services quality
evaluation (Y).

Before the beginning of formation process of
fuzzy rules database it is important to determine the
number and the type of linguistic terms (LT) for
evaluation of input and output parameters. To

evaluate input coordinates {Xl,Xz,...,Xll} of DSS

module 3 LT were elected (L — “low”, M —
“medium”, H — “high”), for output variable — 5 (L —
“low”, LM — “lower the medium”, M — “medium?”,
MH - “higher the medium”, H — “high”) with
triangular shape of membership function.

In the process of DSS development on the basis
of fuzzy logical derivation there is a possibility of
sharp growth of fuzzy rules bases dimension. Herein
there raises a complexity of structure formation and
fuzzy rules synthesis. It is due to large dimension of
input parameters vector, number and type of
corresponding linguistic terms (LT). In such case it
is hard for expert to describe cause-effect
relationships with the help of fuzzy rules as in
human memory can simultaneously store 72
concepts-features [19].

Here is a structure of fuzzy rule of the productive

type.
IF (% =IT) AND (x,=IT,)) AND ..
AND (x =IT)) AND ... AND (x,=IT/) ()
THEN (y=0T’),

where ITij is linguistic term | rule for evaluation
of iinput signal X,,i=1...,N;
OT' is linguistic term | rule for evaluation of

output signal V.

With such structural organization of rules the
sensitivity of DSS towards changes of input
coordinates X,,i =1,...,N (N =11) decreases. It is

related with complexity of formation of all possible
dependences between system parameters.

The structure of DSS module (Fig. 7) is
developed so that some inputs of each subsystem do
not exceed five. It allows to reduce the number of
fuzzy knowledge bases, thus improve the sensitivity
of the system towards input variables (factors)
actions. Herein it is necessary to conduct structuring
of input variables only by common properties that
serve as main (important) in frames of subsystem
[20]. It I advisable to combine input coordinates in

the following groups: y1=f1(x1,x2,x3), y2:f2(><4,x5),
Y; = f3(X7’X8)’ y4:f4()(9,)(10,)(11), y5=f5(x6,y2),
yﬁzfe(yzays)’ y:f7(y1’y4ay6)‘ Where Y;,i=1,..,6

are intermediate variables of DSS module,
including: Yy, — cost of transportation; Y, — the level

of informativeness o cargo delivery; Y, — safety of
cargo; Y, — image of subjects-participants of cargo
transportation; Y, — reliability of delivery system;

Y, — level of cargo transportation.

Fig. 7 — The structure of DSS module to evaluate
transport services quality

In constructing fuzzy knowledge bases for DSS
module (Fig. 7) there are used 3 LT with triangular
shape of membership function that are presented for

variables {Xl, Xyses X5 Yo Y35 Vs y6} in Fig. 8, for
variables {yl, Vi y} —5LTin Fig. 9.

L M H

Fig. 8 — linguistic terms of coordinates

{XI,XZ,...,Xll,yZ, y3; y55 yé}
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Number of linguistic terms can be changed
before the creation of the rule databases [21].

L LM M MH H

0 100

Fig. 9 — linguistic terms of coordinates {yl, Vs y}

Selective set {1,3,6,10,13,14,15,17,22,25,27} of

first

Y, = f,(X.%,,X; ) can be presented as follows:
RI:IFx =L ANDX, =L ANDX, =L THENy, =L,
R3:IFx =L ANDX, =L AND X =H THENy, = LM,
R6:IFx, =L AND X, =M ANDX; =H THENy, =M,
RI10:IFx =M ANDX, =L ANDX; =L THENy; =L,
R13:IFx, =M ANDX, =M ANDX; =L THENy, = LM,
R14:IFx, =M ANDX, =M ANDx, =M THENy, =M,
RI5:IFX, =M ANDX, =M ANDx, = H THENy, = MH,
R17:1Fx, =M ANDX, =H ANDx, =M THENy, =M,
R22:IFx, =H ANDX, =M ANDX; =L THENy, =M,
R25:1Fx =H AND X, =H AND X, =L THENy; = MH,
R27:1IF ¥, =H AND X, =H AND X; =H THENy, =H.

rules for the homogeneous subsystem

The structure of the fifth y, = f, (Xé, y2) rules
database (heterogeneous type) and the second
y, =1, (X4, XS) (homogeneous type) are presented
in Table 6.

Table 6. Rules database of fifth and second subsystems

Ys = fs(xeayz) Y, = fz(X4,X5)
Linguistic X Linguistic X
terms of 6 terms of 4
coordinates | L | M | H | coordinates | L | M | H
L L L L L LI M| M
y2 M L | M| L X5 M L|M| L
H M| H|M H M | H H

In Fig. 10 there is shown a characteristic surface
for the first rules database of the first fuzzy

subsystem Y, = f, (XI,XZ,X3).

e = Fr

| [¥i_ow

1 [ 1 I B B ——— |
U 625 1250 1875 25 315 750 4375 50 5625 6250 Bars 75 6125 8750 9375 00

Fig. 10 — Characteristic surface of the first subsystem
for the components (X;, X, )

There are several software products that allow to
develop DSS on the basis of fuzzy logical
derivation. Very famous is the software package
MatLab, which includes tools ‘“fuzzy” for
development of such class of systems. Also there is
an environment FuzzyTECH, which does not
become such popular as MatLab, although in some
respects it has higher possibilities to develop fuzzy
DSS, neural networks and neuro-fuzzy system of
forecasting.

5. SYNTHESIS OF PROJECT AND
PROGRAM REALIZATION OF DSS
MODULE

After describing the fuzzy system and developing
the fuzzy rules database, the synthesis of fuzzy DSS
module is done in the environment of FuzzyTECH.
Any system of fuzzy derivation in program
environment FuzzyTECH is presented as a separate
project [22]. In Fig. 11 there is presented the project
of DSS module for evaluation of transportation
services quality.

Fig. 11 — The project of DSS module for evaluation
of transportation services quality

6. MODELING RESULTS

Simulation results of the DSS module to estimate
the quality of transport services (Fig. 7) at different
alternative variants (I, II, III, IV, V) of the input data
are presented in the Table 7 and Table 8.
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Table 7. Alternative variants of the input data

X1 Xz X3 X4 X5 X@ X7 XS X9 XlO Xll

I |75 190 | 35 | 80 | 60 | 45 | 70 | 90 | 30 | 95 | 50

II |33 19 | 55|50 (307 95 | 80 | 80 | 65 | 95

III [ 10 [ 30 | 87 | 90 [ 95 [ 30 | 60 | 75 | 55 [37 |75

IV | 50 | 45 | 60 | 47 | 20 | 20 | 85 | 80 | 95 | 45 | &5

V [25 |15 30 |9 |95 |5 35 130 |20 | 35 | 50

Table 8. Modeling results

Y | Yo | Y5 | Y | Ys | Y| Y
I |58 194 |8 |33 |61 |8 |57
II [ 55 [ 15 {94 [ 96 |59 |94 |71

III | 33 |92 | 68 | 66 | 85 | 82 | 54

IV |53 16 93 | 91 | 50 | 93 | 69
vV |4 93 | 17 [ 29 [ 94 | 61 | 34

As a result of modeling with the help of fuzzy
DSS module (Fig. 1) there were received the
following values of the quality of transport services:

1) for alternative variant [ — 57 balls;

2) for alternative variant 11 — 71 balls;

3) for alternative variant I1I — 54 balls.

4) for alternative variant IV — 69 balls.

5) for alternative variant V — 34 balls.

According to the simulation results it is observed,
that in the context of estimation of the quality of
transport services (71 balls) the best variant is the
second (II) alternative variant, and the worst one is
the fifth (V) alternative variant (34 balls).

Also modeling results of the DSS module to
estimate the quality of transport services are
presented on histogram (Fig. 12).

)

20
71 69

70

60 57 54
50
40 34
30
20
10

0

| 1 I v v Neof set

Fig. 12 — Histogram of modeling results

7. CONCLUSION

Modular organization of DSS based on fuzzy
logic can automatically solve complex problems of
transport logistics. It is possible to decide for each
task separately.

Theoretic-methodological basis of hierarchically-
organized structure of intellectual models and
algorithms allows to structure and configure
developed DSS to solve specific problems of
transport logistics.

Method of correction (editing) the rules of fuzzy

knowledge bases at different number of input
coordinates of the system [23], which developed by
the authors, can be used in a modular DSS.
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Abstract: The article applies complexity theory to study heterogeneous organizations in an environment filled with
their competitors and complementors. An agent-based simulation model is used to analyze effects of interactions in an
environment with different level of complexity. Agents, differing in size and adaptability, try to adapt to fitness
landscape they are placed in (which is based on Kauffman’s NK model) in order to increase their fitness level. Results

of conducted simulations are presented and analyzed.
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1. INTRODUCTION

It is believed that growing complexity of
business environment changes interorganizational
relationships and the way organizations perceive
their rivals [1]-[2]. New ICT technologies and rapid
growth of internet as sales and advertising medium
are main causes of the more and more
comprehensive (and thus more complex) products
and services offered by firms. Firms have to operate
in dynamic, complex environment and decide where
to compete, because organizations today cannot
operate alone. Sometimes their main partner in some
activity is at the same time one of the largest
competitors in another. The decision — which path to
follow — is of strategic importance[3]-[4].

The term coopetition (which can be defined as
cooperation with competitor) is getting more and
more attention in strategic management [4]-[6], and
different approaches are used to study this concept
[7]. The article is an attempt to apply complexity
theory [8] to study behavior of heterogeneous
organizations in an environment filled with their
competitors and complementors [5].

In the article agent-based model [9]-[11] is used
to analyze effects of interactions in an environment
with different level of complexity. In order to
increase their fitness agents try to adapt to the fitness
landscape they are placed in (which is based on
Kauffman’s NK model [12]) and at the same time
they must decide where to compete with other
agents. The model is an extension of the model

presented in [13]. Two new parameters are
presented: firm-size and firm-agility, which
differentiate agents. The question we want to answer
here is the impact of the size of firms and their
ability to make more radical change in their inner
structure on their fitness level. The results from [13]
are used to limit the range of parameters of the
environment.

The article is organized as follows. Section two
presents the NK model used as a representation of
environment with desired level of complexity.
Section three describes the details of simulation
model and introduces novel parameters in addition
to the model presented in [13]. Results of conducted
simulations are presented and analyzed in section
four. Section five contains discussion and directions
for future work.

2. NK MODEL

In Kauffman’s NK model [12] agents are treated
as systems. They consist of fixed number of
elements (parts). The combination of values of each
element is agent’s inner structure. The NK model is
an abstract representation of a fitness landscape i.e. a
mapping from an agent’s inner structure to its fitness
level. Agent’s fitness strictly depends on its inner
parts. The set of parts, in the domain of
organizations, can be interpreted as elements of its
business strategy, human resource policy [14],
resources owned, product features and so on.

There are two main parameters in the model.
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Parameter N refers to the number of elements each
agent consists of. Greater N means that there are
more types of different possible agents. Parameter K
is responsible for the number of interconnections
between the elements, because each element
contributes some fitness, but this contribution
depends upon that element and upon K other
elements. In the original Kauffman’s model there is
also additional parameter which specifies the
number of possible values each element can have. In
this paper it is assumed that each element can have
two values: 0 or 1 so the number of all possible
different agents is 2.

As it was said, each element s; (i = 1,..., N)
makes a fitness contribution w; specified by NK
model (usually it is a random value drawn from the
uniform interval between 0.0 and 1.0). The fitness of
agent A is defined as the average contribution of its
elements:

w A :%iwﬁ 1)

Table 1 shows two models with N = 2, first with
K = 0 (model a) and second with K = 1 (model b).
Two examples of agents and their fitness are also
presented.

Table 1. Examples of NK model

model a elements | s; fitness | s, fitness
K=0 0,%) 0.6 -
(each 1,7* 0.3 -
element is (*,0) - 0.1
independent) (*, 1) - 0.4
Example 1: WY = (0.3 + 0.4)/2 = 0.35

model b elements | s; fitness | s, fitness
K=1 (0, 0) 0.4 0.8
(elements 0,1) 0.7 0.3
depend upon (1,0) 0.5 0.9
each other) 1,1 0.6 0.5
Example 2: WY = (0.6 + 0.5)/2 = 0.55

The main feature of NK model is the possibility
of establishing desired ruggedness level [15] of the
generated fitness landscape, which depends upon the
parameter K. When K = 0 the surface of a landscape
seems smooth, with single optimum which can be
reached from any point by series of local adaptations
(Fig. 1a). When K = N — 1, the generated landscape
is very rugged, with many local optima and a slight
change in agent’s structure can have a significant
impact on its fitness (Fig. 1b).

-~ rd
. 4
S

b) rugged, multi-peaked landscape

Fig. 1 — Different kinds of lanscapes [14]

Consider examples presented in Table 1.
Changing the first element of the agent from
example 1 will have a positive effect on its fitness
(0.6 instead of 0.3) and it does not affect fitness
contribution of its second element. The same change
in the structure of agent from example 2 will
decrease its overall fitness: it will increase the
fitness contribution of its first element (from 0.6 to
0.7) but at the same time the fitness contribution of
its second element will be worst (0.3 instead of 0.5).

Simply speaking, the more interconnections
between elements of agent’s structure (i.e. the
greater value of K), the more complex is the
environment it exists in.

3. SIMULATION MODEL

The simulation model was created and performed
with NetLogo 5.0.1, a multi-agent programmable
modeling environment [16]. The simulation consists
of two steps: firstly, the fitness landscape with
specified parameters N and K is generated and then
agents are placed in the landscape and they try to
adapt (in order to receive the greater utility) by
moving from one place to another.

In the simulation model fitness landscape
consists of 2" nodes (called places in the model)
which represent any type of agents’ inner structure.
Each place is connected with its one-mutant
neighbors, i.e. places which differ in only one
position. Places are the nodes of undirected graph
and their position is based on the Fruchterman-
Reingold layout algorithm [17] (function layout-
spring in NetLogo). Each place has its fitness
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specified according to NK model described earlier.

Fig. 2 presents two examples of generated fitness
landscape. For more clarity most of the links
between places were hidden. The size of each place
corresponds to its fitness level (greater size means
greater fitness). Both landscapes were created with
N =8.

Fig. 2a presents smooth landscape (K = 0). Two
places were highlighted and their neighbors were
shown. It is easy to notice that the sizes of the
connected places are very similar.

Fig. 2b presents a fitness landscape generated
with parameter K = 7. Also two places were

highlighted. This time there are noticeable
differences between fitness levels of connected
places.

b)K =7

Fig. 2 — Examples of fitness landscapes generated in
the simulation model (N = 8)

After the fitness landscape is constituted, F
agents are distributed in random places. A place
occupied by agent defines the agent’s inner structure
and its fitness. Agent’s utility (gain) from occupying
a place depends on the place’s fitness but it is also
modified by level of competition. In [13] the level of
competition ¢; is defined as the number of agents
with the same value at the i-th position of their inner
structure. Consider two agents: A = (1,0,1) and
B =(1,0,0). They are perceived as competitors at the
first two elements and as complementors at the third
element. Agents which are occupying the same place
are seen as direct competitors.

Let w; be the fitness gained from i-th element of
the occupied place, let ¢; be the level of competition
at the i-th element and let F be the number of agents.
Then utility of agent is defined as:

Z FL'""l W, (2)

In each iteration agents calculate their current
utility and check the potential utility of neighboring
places. If the potential utility is greater than their
current utility, they move to a new place.

Formula (2) generates some interesting outputs of
the model. Fig. 3 presents one example of such
output.

Fig. 3 - Example of the output of the model

As one can see from Table 2, the fitness level of
places 3 and 4 are greater than the fitness level of
place 1. But these places are neighbors of place 2,
which is already occupied by 50 firms. That is why
no firm from place 1 has incentive to move to place
3ord.
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Table 2. Numerical values of the example.

place’s number fitness number of firms
1 574 9
2 704 50
3 .626 0
4 612 0

The main purpose of the model from [13] was to
answer the question about the impact of the
environment’s complexity on the level of
competition established between homogeneous
agents. The most important results obtained are
presented at the beginning of the next section.

In this model some heterogeneity between agent
is included. Firms differ in two parameters. First one
is firm-size — bigger firms gain bigger market share.
This requires modification of the formula (2). Let F’
be the sum of the sizes of all firms and let ¢;’ be the
level of competition calculated as the sum of the
sizes of firms with the same value at the i-th position
of their inner structure. Then utility of agent A is
defined as:

N '—C.
u, :%ZFC.—HSAW 3)

where fs, is agent’s A firm-size. According to
formula (3) when two agents occupy the same place,
firm with greater size gains more utility.

The second parameter is firm-agility which
represents the ability of agent to perform bigger
change in its inner structure in a single simulation
step. Firms with firm-agility greater than 1 can
monitor and choose between more distant places
when choosing new place.

The results presented below were performed with
the full knowledge of other agents (in [13] there
were two variants considered — in the first one firms
did not take into consideration their rivals when they
decided whether to change place, but because of the
little differences in performance this variant is
abandoned here).

4. SIMULATION RESULTS AND

DISCUSSION
The main results from [13] show that the level of
competition ~ between  homogeneous  agents

(measured as the number of different places
occupied by agents — less places mean stronger
competition)  depends  from  parameter K
(representing complexity of the environment). But
the relation between K and the number of occupied
places is not linear. Greater level of competition (i.e.

less occupied places) occurs with moderate values of
K, while the extreme values of K correspond with
lower levels of competition. Fig. 4 presents the
average number (from 10 series of simulation runs)
of occupied places when N =10, the number of
agents F was 20, 50 and 100 and K varied from 0
to 9. Fig. 5 presents the same results normalized to F
which gives relative level of competition. Here
100% means the lowest possible competition (i.e. all
firms occupy different places).

*F=20 F=50 AF=100

80
70 —A
60
50 7'y
40 A
30 & —
20 & &

o i @& : e o ¢ &

»

Average number of occupied places

Fig. 4 — Average number of occupied places in the
simulation runs [13]

+F=20 F=50 AF=100
* *
- *

k] . *
5 & *
H * * *
5] A
£ A
B A
b A
£ A 4
o Y 'y &

0 1 2 3 a 6 7 8 9

Fig. 5 — Firm differentiation in the simulation
runs [13]

These results were used to limit the range of
parameter K which controls the complexity of the
environment. The following experiments were
conducted for N = 10, K = {0, 2, 5, 8} and number
of firms F = 100. All results are average values from
30 simulation runs. Parameter firm-size was equal 1
for normal firms and 10 for bigger firms.

The aim of the first experiment was to check on
the difference in utility gained between bigger and
normal firms. The results are presented in Fig. 6
which shows the percentage difference between
utility of bigger and normal firms. For example, the
first triangle mark on the left means that when 5
bigger firms (firms with size = 10) were in the
market, their utility was about 18% greater than
other firms (i.e. firms with size = 1).
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=fr=5 bigger firms  =#==10 bigger firms 20 bigger firms

20%

ol AN

5%

0%

K

Fig. 6 — Difference between utility of bigger and
normal firms (in %)

As one can notice, the advantage of bigger firms
is greater with less bigger firms in the market. This
is quite obvious — with more bigger firms each firm
faces tougher competition and its utility calculated
according to formula (3) is smaller. The advantage
also drops with more complex environment because
of the many local optima and more unpredictable
way in which they are distributed. In more complex
environment it is harder to find global optima, which
explains why the differences in the advantage
between different number of bigger firms for greater
K are smaller as well.

In the second experiment all firms had the same
size, but they were divided into two groups — the
first one had firm-agility equal 1 (they could only
move to neighboring places) and the second one had
firm-agility = 2 (they could monitor and move to
places at distance 2, i.e. differing in two elements
from the place they were currently occupying).
Fig. 7 presents the difference in average and total
utility gained by these two groups (total utility is the
sum of all the utility gained during simulation).

e average utility total utility

7.00%

6.00%

5.00%

4.00%

3.00%

2.00%

1.00%

0 2 5 8
K

0.00%

Fig. 7 — Difference in utilities between firms with
different level of firm-agility (in %)

As one can see, the more complex the
environment, the greater is the advantage of firms
which have the possibility to make more radical
change in single step.

In the last experiment it was assumed that smaller
firms can make faster decisions and are able to
change and adapt to new condition much quicker
than bigger firms [18]. This variant was similar to

the first experiment, with one exception — all bigger
firms had firm-agility equal 1 and all normal firms
had firm-agility equal 2. The aim was to check if
greater ability to make radical changes could
compensate smaller sizes of firms.

Fig. 8 presents the advantage in utility of bigger
firms for different values of K and different number
of firms with size 10 present in the market. The
results show that the difference in utility gained by
bigger and “agile” firms declines with more complex
environment. For K = 8 (very complex environment)
the average utility is very similar and with 20 bigger
firms in the market it is even better to be smaller but
“agile” firm.

=#=5 bigger firms  ={0=10biggerfirms  ==f=20 biggerfirms
20%
15% .\\
0% ; ; = ~——
0 2 5 g

-5%

Fig. 8 — Difference in utilities between bigger firms
and firms with firm-agility=2 (in %)

These results support our intuition. In more stable
and predictable environment bigger firms perform
explicitly better. When the complexity of the
environment increases, the ability to make quicker
decisions is a great advantage and it allows smaller
firms (which can faster adapt to new conditions) to
win their chances.

5. CONCLUSIONS AND DIRECTIONS
FOR FURTHER RESEARCH

The aim of the article was to check on the
performance of firms with different size and
different ability of adaptation to new conditions
operating in complex environment. It proves that the
agent-based simulation model presented in [13] is
easy to extend and can be used for further, more
advanced analysis. But, as noticed by R. M. Burton
B. Obel, using simulation modeling is tricky and the
right balance between the purpose, the complexity of
the model and its analysis must be kept [19]. That is
why any modifications should be performed with
caution and with respect to the research question one
wants to answer. We believe that two new
parameters presented in the model are enough to
catch the essence of the problem solved here.

The results show “relational equivalence” [20]
with  other works [18], which is another
encouragement for its further development. In the
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future one can try to calibrate it with some empirical
data to achieve “distributional equivalence”, but this
can be really challenging [21]. Among some other
modifications one can think of making the
interactions between agents more sophisticated, for
example with some game-theoretic mechanisms, as
suggested in [13]. Also, the NK model is supposed to
simulate the complexity of the environment. The
problem however is, that it is static, once established
the environment does not change. Adding some
uncertainty and dynamism could give us maybe
more insights into agents’ performance in truly
complex and uncertain environment.
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Abstract: The MonALISA (Monitoring Agents in A Large Integrated Services Architecture) framework provides a set of
distributed services for monitoring, control, management and global optimization for large scale distributed systems. It
is based on an ensemble of autonomous, multi-threaded, agent-based subsystems which are registered as dynamic
services. They can be automatically discovered and used by other services or clients. The distributed agents can
collaborate and cooperate in performing a wide range of management, control and global optimization tasks (such as
network monitoring, resource accounting) using real time monitoring information. MonALISA includes a coherent set
of network management services to collect in near real-time information about the network topology, the main data
flows, traffic volume and the quality of connectivity. A set of dedicated modules were developed in the MonALISA
framework to periodically perform network measurements tests between all sites. We developed global services to
present in near real-time the entire network topology used by a community. The time evolution of global network
topology is shown in a dedicated GUI. Changes in the global topology at this level occur quite frequently and even
small modifications in the connectivity map may significantly affect the network performance. The global topology
graphs are correlated with active end-to-end network performance measurements, done using the Fast Data Transfer
application, between all sites. Access to both real-time and historical data, as provided by MonALISA, is also important
for developing services able to predict the usage pattern, to aid in efficiently allocating resources globally. For
resource accounting, MonALISA collects information regarding the amounts of resources consumed by the users, which
represent virtual organizations in a large scale distributed system. Besides providing statistical information, an
accounting system can also be the base for managing distributed resources upon an economic model. In the MonALISA
monitoring framework we developed modules that provide accounting facilities, collecting information from cluster
managers like Condor, PBS, LSF and SGE. The usage statistics is used for an intelligent management of the resources.

Keywords: monitoring, large scale networks, topology, accounting, MonALISA.

1. INTRODUCTION range of information gathering and processing tasks.
Current applications of MonALISA’s higher level
services include resource accounting, optimized
dynamic routing, control and optimization for data
transfers, distributed job scheduling and automated
management of remote services among a large set of
distributed facilities. MonALISA is currently used
around the clock in several major projects and has
proven to be both highly scalable and reliable.

The main aim for developing the MonALISA
system was to provide a flexible framework capable
to use in near real-time the complete monitoring
information from large number of jobs, computing
facilities and wide area networks to control and
optimize complex workflows in distributed systems.

Compared with other existing monitoring tools
for LSDS, MonALISA is more generic and provides
real-time, scalability, and dependability guarantees.
Currently existing monitoring frameworks tend to be

An important part of managing global-scale
systems is a monitoring system that is able to
monitor and track in real time many site facilities,
networks, and tasks in progress. The monitoring
information gathered is essential for developing the
required higher level services, the components that
provide decision support and some degree of
automated decisions and for maintaining and
optimizing workflow in large scale distributed
systems (LSDS). These management and global
optimization functions are performed by higher level
agent-based services.

MonALISA, which stands for Monitoring
Agents using a Large Integrated Services
Architecture, is a monitoring framework designed
as an ensemble of dynamic services, able to
collaborate and cooperate in performing a wide
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too dedicated to specific activities. For example,
Ganglia, and Lemon are mainly used to monitor
computing clusters while tools like MRTG,
PerfSonar, Nagios and Spectum are used to provide
monitor information for Wide Area Networks. In
MonALISA we provide the functionality to easily
collect any type of information and in this way to
offer a more synergetic approach, necessary to
control and optimize the execution of data intensive
applications on large scale distributed systems.

In this paper we present the system architecture
and its applications to monitor and control real-
world LSDSs. In particular, we present details for
two important monitored services: the accounting
and networking components. We acknowledge that
an important part of managing any global-scale
distributed systems is the monitoring system that
should be able to monitor and track in real time
many site facilities, networks, and tasks in progress.
The monitoring information gathered is essential for
developing the required higher level services, the
components that provide decision support and some
degree of automated decisions and for maintaining
and optimizing workflow in LSDSs.

In LSDSs an accounting component is used to
records the resource consumption for each user, and
may have other functionalities like enabling the
administration of the storage of this information, and
interacting with other related services. One of the
functions of the accounting system is to enable an
economically self-sustained distributed system. Such
a system should provide the possibility to charge the
users for the resources consumed, or the possibility
to trade resources among organizations. Another
function of an accounting system is to provide
statistical information that can be further used to
develop intelligent algorithms for scheduling and
resource management.

As the importance of the accounting component
is widely recognized (i.e., as a fundamental pillar of
Cloud Computing), several projects have been
initiated in this domain. Still, there are significant
challenges in developing an accounting system,
related mostly to the complexity and heterogeneity
of LSDS environments. We distinguish between
accounting systems and monitoring systems that
include accounting features [1]: while an accounting
system stores detailed information about single
jobs/users, and can provide usage records for a
particular job, a monitoring system usually collects
statistical information such as the total number of
jobs run by each user, or per-VO resource
consumption (VO stands for virtual organization).

In MonALISA we concentrated on the latter
approach, and developed a set of dedicated
monitoring and accounting modules for LSDSs. The
accounting modules collect information from job

managers such as Condor, PBS, LSF and SGE, and
the accounting data is further stored in the
MonALISA databases.

The monitoring framework has to intelligently
collect, in a LSDS environment, a large number of
monitoring events that are generated by the system
components during the execution or interaction with
external objects (such as users or processes).
Monitoring such events is necessary for observing
the run-time behavior of the large scale distributed
system and for providing status information required
for debugging, tuning and managing processes.
However, correlated events are  generated
concurrently and can be distributed in various
locations, which complicates the management
decisions process.

To illustrate this, we also present a set of services
developed in the context of the MonALISA
framework for monitoring and controlling large
scale networks, as an extension of the work
previously presented in [2].

The rest of the paper is structured as follows.
Section 2 presents the MonALISA monitoring
framework. In Section 3 we present the monitoring
services for large scale networks, together with
solutions for the representation of network
topologies at different OSI layers. This is followed
by a real-world use-case for monitoring network
topology in case of one of the largest network
supporting the LHC experiments at CERN. Section
4 describes the accounting modules, and several
results obtained using the modules.Finally, in
Section 5 we give conclusions and present future
work.

2. SYSTEM DESIGN

MonALISA (Monitoring Agents in A Large
Integrated Services Architecture) [3,15] is a globally
scalable framework of services jointly developed by
California Institute of Technology (Caltech) and
University  Politehnica of Bucharest (UPB).
MonALISA is currently used in several large scale
High-Energy Physics communities and grid systems
including CMS [4], ALICE [5], ATLAS [6], the
Open Science Grid (OSG) [7], and the Russian LCG
sites. It actively monitors the USLHCNet production
network, as well as the UltraLight R&D network [4].

As of this writing, more than 360 MonALISA
sites are being monitored 24/7 throughout the world.
The services monitor more than 60,000 computing
servers, and thousands of concurrent jobs. More than
3.5 million parameters are currently monitored in
near-real time with an aggregate update rate of
approximately 50,000 parameters per second.

The MonALISA system is designed as an
ensemble of autonomous self-describing agent-based
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Fig. 1 — The four layers, main services and components of the MonALISA framework

subsystems which are registered as dynamic
services. These services are able to collaborate and
cooperate in performing a wide range of distributed
information-gathering and processing tasks.

An agent-based architecture of this kind is well-
adapted to the operation and management of large
scale distributed systems, by providing global
optimization services capable of orchestrating
computing, storage and network resources to support
complex workflows. By monitoring the state of
LSDS-sites and their network connections end-to-
end in real time, the MonALISA services are able to
rapidly detect, help diagnose and in many cases
mitigate problem conditions, thereby increasing the
overall reliability and manageability of the
distributed computing systems. The MonALISA
architecture, presented in Fig. , is based on four
layers of global services. The entire system is
developed based on the Java technology.

The network of Lookup Discovery Services
(LUS) provides dynamic registration and discovery
for all other services and agents. MonALISA
services are able to discover each other in the
distributed environment, and be discovered by
interested clients. The registration uses a lease
mechanism. If a service fails to renew its lease, it is
removed from the LUSs and a notification is sent to
all services or applications that subscribed for such
events. Remote event notification is used in this way
to get a real overview of this dynamic system.

The second layer represents the network of
MonALISA services that host many monitoring
tasks through the use of a multithreaded execution
engine. The network also hosts a variety of loosely
coupled agents that analyse the collected
information in real time. These agents are able to
process the information locally, and to communicate
with other services or agents to perform various

global optimization tasks. A service in MonALISA
is a component that interacts autonomously with
other services, either through dynamic proxies or via
agents that use self-describing protocols. By using
the network of lookup services, a distributed
services registry, and the discovery and notification
mechanisms, the services are able to access each
other seamlessly. The use of dynamic remote event
subscription allows a service to register an interest in
a selected set of event types, even in the absence of a
notification provider at registration time.

On the third layer MonALISA hosts a series of
Proxy services. The layer provides an intelligent
multiplexing mechanism for the information
requested by the clients or other services, and
ensures a reliable communication between agents. It
also provides an Access Control Enforcement layer
to provide secures access to the collected
information.

Higher level services and client access the
collected information using the proxy layer of
services. A load balancing mechanism is used to
allocate these services dynamically to the best proxy
service. The clients, other services or agents can get
any real-time or historical data by using a predicate
mechanism for requesting or subscribing to selected
measured values. These predicates are based on
regular expressions to match the attribute description
of the measured values a client is interested in. They
may also be used to impose additional conditions or
constraints for selecting the values. The subscription
requests create a dedicated priority queue for
messages. The communication with the clients is
served by a pool of threads. The allocated thread
performs the matching tests for all the predicates
submitted by a client with the monitoring values in
the data flow. The same thread is responsible to send
the selected results back to the client as compressed

353



Ciprian Dobre, Ramiro Voicu, losif C. Legrand / Computing, 2012, Vol. 11, Issue 4, 351-366

serialized objects. Having an independent thread for
clients allows sending the information they need, in
a fast and reliable way, and it is not affected by
communication errors which may occur with other
clients. In case of communication problems these
threads will try to re-establish the connection or to
clean-up the subscriptions for a client or a service
which is no longer active.

3. NETWORK MONITORING AND
MANAGEMENT

A large set of MonALISA monitoring modules
has been developed to collect specific network
information or to interface it with existing
monitoring tools, including: SNMP modules for
passive traffic measurements and link status; Active
network measurements using simple ping-like
measurements; Tracepath-like measurements to
generate the global topology of a wide area network;
Interfaces with the well-known monitoring tools
MRTG, RRD [8]; Available Bandwidth
measurements using tools like pathload; Active
bandwidth measurements using Fast Data Transfer
(FDT) [9]; Dedicated modules for TL1 [10]
interfaces with CIENA’s CD/ClIs, optical switches
(Glimmerglass and Calient) and GMPLS controllers
(Calient) [11, 12].

In the MonALISA framework the overall status
of the dispersed systems being monitored is
provided by either a GUI client or through
specialized web portals. For the dedicated modules
and agents used to monitor and control Optical
Switches the GUI client of MonALISA provides a
dedicated panel. This panel facilitates the interaction
between users and the monitored Optical Switches.
It offers to the end user a number of features such as
complete perspective over the topology of the
monitored optical networks or the possibility to
monitor the state of the Optical Switches or the
possibility to dynamically create new optical paths.

The tremendous interest in optical networks led
the Internet Engineering Task Force (IETF) to
investigate the use of Generalized MPLS (GMPLS)
and related signaling protocols to set up and tear
down lightpaths. GMPLS is an extension of MPLS
that supports multiple types of switching, including
switching based on wavelengths usually referred to
as Multi-Protocol Lambda Switching (MPAS). In
order to meet the expectations of future network
technologies in the prototype system we made the
first step towards integrating emerging light path
technologies. We implemented the monitoring
module and control agent that provide an interface
between MonALISA and the Calient’s GMPLS-
based control plane.The described system, part of
MonALISA, is currently used in production to

monitor and control a CALIENT Optical Switch
located at California Institute of

Technology in USA and another
GLIMMERGLASS Optical Switch located at the
European Center for Nuclear Research, in
Switzerland. The dedicated monitoring modules use
the TL1 language to communicate with the switch
and they are used to collect specific monitoring
information. The state of each link and any change
in the system is reported to MonALISA agents. The
system is integrated in a reliable and secure way
with the end user applications and provides simple
shell-like commands to map global connections and
to create an optical path / tree on demand for any
data transfer application. A schematic view of how
the entire system works is shown in Figure 2.

CALIENT (LA) Glimmerglass (GE)
[ =1
il 10G links 1G links
B -
b o
(e | ﬁ 3 Simulated - Bl
1= e e Links as L2 VLAN

Fig. 2 — The system used to monitor and control
Optical Switches and to create on demand optical path
used in production

The implemented prototype system is able to
create dynamically an end to end light path in less
than one second independent of the number of
switches involved and their location. It monitors and
supervises all the created connections and is able to
automatically generate an alternative path in case of
connectivity errors. The alternative path is set up
rapidly enough to avoid a TCP timeout, and thus to
allow the transfer to continue uninterrupted.

||Si‘teC

Fig. 3 — A schematic view of the functionality to
provide dynamically an efficient end to end path to
data intensive applications. The VINCI system is
optimizing the path allocation using as much as
possible Layer 1 or Layer 2 segments

To satisfy the demands of data intensive
applications it is necessary to move to far more
synergetic relationships between applications and
networks. Currently, even the most complex
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scientific applications are simply passive users of the
existing network infrastructure. The main objective
of the VINCI (Virtual Intelligent Networks for
Computing Infrastructures) project is to enable
users’ applications, at the LHC and in other fields of
data-intensive science, to effectively use and
coordinate shared, hybrid network resources, to
correlate them with available processing power in
order to dynamically generate optimized workflows
in complex distributed system (Figure 3).

VINCI is a multi-agent system for secure light
path provisioning based on dynamic discovery of the
topology in distributed networks. For this project we
are working to provide integrated network services
capable to efficiently use and coordinate shared,
hybrid networks and to improve the performance
and throughput for data intensive applications. This
includes services able to dynamically configure
routers and to aggregate local traffic on dynamically
created optical connections.

The system dynamically estimates and monitors
the achievable performance along a set of candidate
(shared or dedicated) network paths, and correlates
these results with the CPU power and storage
available at wvarious sites, to generate optimized
workflows for LSDS tasks. The VINCI system is
implemented as a dynamic set of collaborating
Agents in the MonALISA framework, exploiting
MonALISA’s ability to access and analyze in-depth
monitoring information from a large number of
network links and LSDS sites in real-time.

3.1. MONITORING AND
REPRESENTATION OF NETWORK
TOPOLOGIES AT DIFFERENT OSI
LAYERS

We present monitoring and representational
services developed considering various network
topologies and the differences posed by network
equipments operating at various OSI levels. In large-

n Security Help

scale networks, such as USLHCNet and UltralLight,
we found devices at ever OSI layer.

A. The Physical Network Layer Topology

A set of specialized TL1 modules are used to
monitor optical switches (Layer 1 devices) from two
major vendors: Glimmerglass and Calient. We were
able to monitor the optical power on ports and the
state of the cross-connects inside these switches.

Based on the monitoring information an agent is
able to detect and to take informed decisions in case
of eventual problems with the cross connections
inside the switch or loss of light on the connections.
The MonALISA framework allows one to securely
configure many such devices from a single GUI, to
see the state of each link in real time, and to have
historical plots for the state and activity on each link.
It also allows to easily manually create a path using
the GUI. In Figure 4 we present the MonALISA
GUI that is used to monitor the topology on the
Layer 1 connections and the state and optical power
of the links. The same GUI can be used to request an
optical path between any two points in the topology.
All the topology related information are kept
distributed, every MonALISA service having its
own view of the network. Every agent computes a
shortest path tree based on Dijkstra’s algorithm. The
convergence in case of problem is very fast, as every
agent has the view of the entire topology.

B. Layer 2 Network Topology / Circuits

The USLHCNet transatlantic network has
evolved from DOE-funded support and management
of international networking between the US and
CERN. USLHCNet today consists of a backbone of
eight 10 Gbps links interconnecting CERN,
MANLAN in New York, and Starlight in Chicago.
The core of the USLHCNet network is based on
Ciena Core Director CD/CI multiplexers which
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Fig. 4 — Layer 1 topology: Monitoring and autonomous controlling optical switches
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Fig. 5 — A network weathermap (left) and the layer 2 topology for the dynamic circuits (right)

provide stable fallback in case of link outages at
Layer 1 (the optical layer), and full support for the
GFP/VCAT/LCAS [13] protocol suite.

For the Core Director (CD/CI) we developed
modules which monitor the routing protocol (OSRP)
which allows us to reconstruct the topology inside
the agents, the circuits (VCGs), the state of cross
connects, the Ethernet (ETTP/EFLOW) traffic, the
allocated time slots on the SONET interfaces and the
alarms raised by the CD/CI (see Figure 5).

The operational status for the ForcelO ports and
all the Ciena CD/CI alarms are recorded by the
MonALISA services. They are analyzed and
corresponding email notifications can be generated
based on different error conditions. We also monitor
the services used to collect monitoring information.
A global repository for all these alarms is available
on the MonALISA servers, which allows one to
select and sort the alarms based on different
conditions. The link status information is very
sensitive information for the SLA (Service Level
Agreement) with both the experiments and the link
providers. Because of this very strict monitoring
requirement the monitoring had to have almost
100% availability. We achieved this monitoring each
link at both ends from two different points. The
NOC:s in Europe, Geneva and Amsterdam, are cross-
monitored from both locations, and the same in US.
In this way we monitor each link in four points and
with special filters this information is directly
aggregated in the repository. For redundancy and
reliable monitoring we keep at least two instances of
repositories running, one in Europe and one in US.
For the past two years we manage to have 100%
monitoring availability inside USLHCNet.

C. Layer 3 Routed Network Topology

For the routed networks, MonALISA is able to
construct the overall topology of a complex wide
area network, based on the delay on each network
segment determined by tracepath-like measurements
from each site to all other sites, as illustrated in

Figure 6.

For any LHC experiment such a network
topology includes several hundred of routers and
tens of Autonomous Systems. Any changes in the
global topology are recorded and this information
can be easily correlated with traffic patterns. The
time evolution of global network topology is shown
a dedicated GUI. Changes in the global topology at
this level occur quite frequently and even small
modifications in the connectivity map may
significantly affect the network performance.

3.2. AREAL USE-CASE FOR TOPOLOGY
INFORMATION

The Alice Grid infrastructure uses MonALISA
framework for both monitoring and controlling. All
the resources used by AliEn [14] services:
computing and storage resources, central services,
networks, jobs are monitored by MonALISA
services at every site.

A. Bandwidth measurements between Alice sites

The data transfer service is used by the ALICE
experiment to perform bandwidth measurements
between all sites, by instructing pairs of site
MonALISA instances to perform FDT memory-to-
memory data transfers with one or more TCP
streams.

NETWORKS

Fig. 6 — MonALISA real time view of a topology. A
view of all the routers, or just the network or
“autonomous system” identifiers can be shown
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Fig. 7 — Inter-site bandwidth test results. Tracepath is also recorded.

The results are used for detecting network or
configuration problems, since with each test the
relevant system configuration and the tracepath
between the two hosts are recorded as well. The
MonALISA services are also used to monitor the
end system configuration and automatically notify
the user when these systems are not properly
configured to support effective data transfers in
WAN. In Figure 7 we present the results recorded
from one site to all the others.

B. Automatic storage discovery for Alice

Using the monitoring information from trace-like
measurements, derived information is computed in
the repository, associating the Autonomous System
(AS) number to each of the nodes in a network path.
The repository also runs other monitoring modules
that provide global values and one of them
periodically queries AliEn for the list of defined
storage elements and their size and usage according
to the file catalog. Then periodic functional tests are
performed from the central machine to check
whether the basic file operations (add, get, remove)
are successful. The entire software and network
stacks are checked through these tests, thus the
outcome should be identical for all clients trying to
access the storages.

Aggregating the monitoring and test results, a
client-to-storage distance metric is computed and
used to sort the list of available storage elements to a
particular client. Then the closest working storage
elements is selected either to save the data or, in case
of reading, sorting the available locations based on
this metric, trying to read from the closest location.
The algorithm associates to each storage element a
list of IP addresses representing known machines
from its vicinity.

C. Monitoring modules for dynamic light path
provisioning

Given the monitoring part, we present solutions
adopted for dynamic and automatic provision of

light path based on the monitoring information. For
that MonALISA has two monitoring modules that
provide information about the optical power on ports
and the state of the cross-connect links inside the
switch in near real-time. The modules use
Transaction Language 1 (TL1) commands to retrieve
monitoring information from the optical switch.
Based on the monitoring information the agent is
able to detect and to take informed decisions in case
of eventual problems with the cross connections
inside the switch or loss of light on the connections.

For control the Optical Switch Agent is a
software agent that is dynamically deployed and
runs embedded in a MonALISA service. Its role is to
monitor and control an optical switch, to publish and
to continuously update its configuration. The
configuration consists of the port map, which
specifies the devices attached to the switch, state of
the ports, optical cross-connects inside the switch
and the necessary routing information. The agents
use the MonALISA framework to discover each
other, publish their configuration, and collaborate to
create on-demand and end-to-end optical paths.

The algorithm for dynamic path provisioning is
able to establish an end-to-end connection in the
shortest possible time. In order to achieve this, every
agent in the system has the exact view of the
network and adapts very quickly to changes, using
the previously described solution. The network
topology, implemented as a network graph, has
agents as vertices and optical links between switches
as edges, every edge having a cost associated with it.
The system is modeled using a directed graph. Such
an approach makes it possible to have both full-
duplex and simplex links between optical switches.
Each agent in the graph computes a shortest path
tree using a variant of Dijkstra’s algorithm. The
agents system uses a two-phase commit strategy for
creating the optical cross-connects and a lease
mechanism to guarantee the reliability in case of
partial failures.
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Fig. 8 — The network topology used for creating dynamically, on demand an end to end optical path

An agent that receives a lightpath request
determines, based on the local tree that is already
built, if the request can be fulfilled or not. If it is
possible it also initiates transactions with both the
local and remote ports involved in the path. Once the
transaction is started, the agent assigns a unique ID
for the path, sends the remote cross-connect
commands and after that it tries to establish the
cross-connects on the local switch. An independent
thread is waiting for acknowledgements from the
remote agents. Any remote agent which receives
such a cross-connect request starts a local
transaction only with the ports involved in the cross-
connect. If it succeeds in creating the cross-connect,
it commits the local transaction and it sends back an
“acknowledged” message, otherwise the transaction
is rolled-back and a “not acknowledged” message is
sent. Based on the received messages the local agent
takes the decision whether or not the transaction can
be committed or it has to be rolled back. The
algorithm described above is reliable and guarantees
that the system remains in a consistent state even if a
network problem occurs. The newly created
lightpath has a lease assigned which must be
renewed by all the involved agents and in this way it
can provide a viable mechanism for the system to
recover from partial failures.

To improve the performance and the response
time all the functions executed by an agent are
performed in asynchronous sessions using a pool of
threads. A task can be a request for a lightpath from
a client, or a cross connect request coming from
another agent, or a rerouting task triggered by a
topology change. The only sequential part of the
algorithm described above is in the “pre-commit”
phase, and this involves only the ports that are

supposed to be in the lightpath. Any request
submitted during this phase, which do not involve
these ports can be fulfilled in parallel.

Using this information, an agent is able to detect
the loss-of-light on fiber, and take specific decisions
if the port is part of a lightpath. The agent who
detects the problem notifies the initiator, which is
responsible to try to reroute the traffic through
another path, if this is possible. When the initiator
detects a change in topology that affects the
lightpath, it forces the shortest path tree to be
recalculated. Based on the new tree, the agent is able
to take the decision if the light can be rerouted using
other path, or it can tear down the entire path. This is
very useful, because in case of successful rerouting,
the problem will not disturb already established
sockets, upper network layers, like TCP, not being
able to detect the problem.

The routing algorithm used to establish an end to
end lightpath is similar with link-state routing
protocols. The work presented here wuses an
algorithm similar to link-state routing algorithms
because they converge faster than distance-vector
algorithms. In order to guarantee consistency and
reliability of the entire system, a two-phase commit
strategy and a lease mechanism were also
developed.

We developed dedicated modules for several
types of optical switches. The system is currently
used to create dynamically on demand optical
connections between computers located at CERN
(Geneva) and California Institute of Technology
(CALTECH) located in Pasadena, CA, using the
networking infrastructure of USLHCNet and
Internet2 [16, 17].
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USLHCNet provides two transatlantic 10 Gb/s
optical links between CERN and Starlight (Chicago)
and MANLAN (New York). On the Internet2
network, the pure optical connections are simulated
using several VLANSs to provide direct connections
from Chicago and New York to CALTECH. The
topology of the network infrastructure used is shown
in Figure 8.

The system is able to create dynamically an end
to end lightpath in less than one second independent
of the number of switches involved and their
location. It monitors and supervises all the created
connections and is able to automatically generate an
alternative path in case of connectivity errors. The
alternative path is set up rapidly enough to avoid a
TCP timeout, and thus to allow the transfer to
continue uninterrupted.

The optical fibers are simulated through two
VLANs between the two optical switches. One
VLAN is routed through New York and the other
one through Chicago. The monitoring module is able
to simulate a fiber cut. The optical agent will detect
this as a real loss-of-light and will try to reroute the
path.

In the example above a disk to disk transfer is
presented, using two 4-disk servers, one at Caltech
and the other one at CERN in Geneva. During the
transfer four fiber cuts were simulated,
corresponding to the four drops in the Figure 9.

These fibers cuts simulations were done on the
Geneva — Starlight and Geneva — Manlan links and
the transfer was rerouted four times between these
two links. The “fiber cut” and the reroute are done
quick enough that the TCP does not sense the loss in
connectivity and the transfer continues. The
recovery time differs for various TCP stacks and the
round trip time between end points.
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Fig. 9 — The total disk to disk throughput between a
server at CERN and one at CALTECH. Four “fiber
cuts” were simulated during the transfer. The
throughput drops when a rerouting is done, but it
recovers quickly

In the MonALISA framework the overall status
of the dispersed systems being monitored is
provided by either a GUI client or through
specialized web portals. For the dedicated modules

and agents used to monitor and control Optical
Switches the GUI client of MonALISA provides a
dedicated panel. This panel facilitates the interaction
between users and the monitored Optical Switches.
It offers to the end user a number of features such as
complete perspective over the topology of the
monitored optical networks or the possibility to
monitor the state of the Optical Switches or the
possibility to dynamically create new optical paths.

The main panel is presented in Figure 10. The
main aspect of this panel is that it displays in an
intuitive way the current topology of the monitored
Optical Switches and the links between. For the
Optical Switches we use different colors to represent
the state of their internal ports and the state of the
links between the represented entities. In the panel,
besides the Optical Switches a number of other
devices (the blue ovals) can also be represented.
These devices, equipped with optical network cards,
are connected by optical links to the Optical
Switches being monitored.
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Fig. 10 — Same topology and status on the 3D Map
panel

The Optical Switches and the links connecting
them are also represented in the 3D Map panel (see
Figure 8). This panel locates the MonALISA
monitoring services on a 3D view of the world
geographical map. It also shows the monitoring
WAN links, real-time traffic on them, the capacity
of the links, the connectivity between sites, the
optical switches controlled and other parameters like
sites Load, CPU usage, IO parameters, etc. In this
way the user is presented with an easy to use
complete visualization tool which represents the
global state of the entire monitored systems.

For the optical paths created from this panel
(represented in green color in Figure 4) the user is
presented with the details of which devices and ports
one particular path is crossing (from end to end)
together with the components involved in that path
(the highlighted devices in Figure 4).

The panel can be also used to create new optical
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paths or delete existing ones. In order to gain access
to these operations the user must present though the
necessary credentials. The security layer is
implemented using RMI over SSL.

4. MONITORING ALICE DISTRIBUTED
COMPUTING ENVIRONMENT

One of the major challenges in designing the
monitoring and accounting system in case of LSDS
is the heterogeneity of the sites. They may use
various resource managers, such as Condor, PBS,
Sun Grid Engine, LSF, etc. Such resource managers
provide accounting information, but the set of
provided parameters (and their measurements units
for that matter) differ from one manager to another.
While some resource managers record detailed
information (such as the amount of memory and disk
space used by the jobs, and the amount of network
traffic they produce), others only record basic
information (such as runtime and CPU time
consumed). Therefore, the common set of
parameters that can be collected depends on the set
of available resource managers.

Another challenge encountered when defining
the format of a resource usage record is that there
are some differences between LSDS jobs (e.g.,
between Grid jobs and batch jobs). Therefore, a
decision has to be taken regarding which one of the
job models should be used for accounting
information. For example, when recording the start
time for a Grid job, this may have different
meanings: the time when the job got submitted to the
Grid broker, the time when it entered the batch
system queue, or the time when it actually started
executing on a computing node. Though the last
variant is usually considered at this moment
(corresponding to a batch job model), it might be
better to use the Grid job model and consider the
time needed for brokering, data staging, etc.

There are two ways in which an accounting
system can collect the information: 1) in a real-time
mode, while the jobs are being executed, or 2) by
gathering data from the resource manager logs, after
a job completes. The second approach has the
advantages of simplicity, and provides more
information — so it is sufficient for the accounting
purposes. However, a monitoring system is not of
much help if it provides information about a job only
after it is finished. Users need real-time information,
so that they know the status of their jobs while they
are being executed — especially since a job can
typically run for several hours. To obtain real-time
information, a resource manager command that
provides the jobs’ status must be run periodically,
and its output interpreted. This approach has some
disadvantages: a negative impact on performance

(the commands sometimes take a long time to run,
especially when there are thousands of jobs running
on the site), and the format of the commands output
can change from one version of the resource
manager to another. The accounting modules
implemented in MonALISA combine both the real-
time and the log-based approaches, to deliver
accurate information regarding the resource usage.
Resource manager failures are another important
aspect that must be addressed by an accounting
system. When, for various reasons, the resource
manager fails to respond and the accounting system
cannot obtain information, the situation should not
be interpreted as zero resource usage. There are
cases when, even though the queries to the resource
manager fail, the jobs are still running correct.

4.1. COLLECTING ACCOUNTING
INFORMATION WITH MONALISA

MonALISA provides distributed registration and
discovery for services and applications, secured
remote administration, and also an agent execution
framework that is used to: supervise applications,
restart or reconfigure them, and notify other services
when certain conditions are detected. Information is
provided for: system information for computer
nodes and clusters, network information (traffic,
flows, connectivity, topology) for WAN and LAN,
information  regarding the performance of
Applications, Jobs or services, and end to end
performance measurements. Users may access real
time information using a graphical user interfaces,
developed with the Java WebStart technology. They
can also access history information stored in
MonALISA repositories [15].

The accounting modules are a part of the set of
MonALISA’s monitoring modules, and have the role
of collecting information from various available
resource managers. These modules are able to work
with Condor, PBS, LSF and SGE; if there are
multiple queue managers in a cluster, the values
obtained from them are combined.

Condor is a workload management system
specialized for compute intensive jobs. One of its
advantages over other batch queuing systems is the
ability to perform opportunistic computing
(harnessing CPU power from idle desktop
workstations). Also, its ClassAds is a flexible
mechanism for matching resource requests with
resource offers. PBS, which stands for Portable
Batch System, is based on the client-server model,
with a client making job execution requests to a
batch server and the server handling the execution of
the jobs in a cluster by placing them in queues.
Among the features that PBS provides are the
possibility to set priorities for jobs and to specify
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interdependencies between them, automatic file
staging and multiple scheduling algorithms. SGE
(Sun Grid Engine) is a resource management system
able to schedule the allocation of various distributed
resources, like processors, memory, disk space, and
software licenses. Its features include resource
reservation, job checkpointing, the implementation
of the DRMAA job API and multiple scheduling
algorithms. LSF (Load Sharing Facility), a
commercial resource management system, has as its
core the Platform Enterprise Grid Orchestrator
(EGO), which by virtualization and automation
provides a way to orchestrate all the enterprise
applications into a single cohesive system.

Table 1. Resource managers and their metrics.

Jole CPU Time|Run Time| Job Size [Disk Space
manager

CON Yes Yes Yes Yes

PBS Yes Yes No No

SGE Yes No Yes No

LSF Yes Yes Yes No

The monitoring modules parse the output of
specific commands that provide information about
the current jobs’ status, and provide summarized
results for each job. In Table 1 we present the
metrics used for each resource manager (where CON
means Condor). In case of Condor and PBS, the log
files are also considered to obtain additional
information. The single-job results are then added to
the statistics made per user and per VO; the
association between the Unix account from which a
job is run and the VO is done on the base of a map
file which specifies the corresponding VO for each
account.

There are two categories of VO parameters
provided by the monitoring module: parameters that
represent values obtained in the last time interval
(between the previous run of the module and the
current one), and parameters that represent rates
(calculated as the difference between the current
value of a parameter and the value obtained at the
previous run, divided by the length of the time
interval between runs). Among the parameters in the
first category are the number of running/idle/held
jobs, the number of submitted and finished jobs, the
CPU time consumed, and the total size of the jobs.
The parameters in the second category are the rates
of submitted jobs, finished jobs, CPU time and wall
clock time. The values of these parameters can be
viewed with the aid of the MonALISA graphical
client, and can also be retrieved by accessing the
MonALISA web service. However, a MonALISA
service only stores the parameter values for a limited
amount of time. For longer periods of time, the
values are stored in MonALISA repositories.

As mentioned above, for Condor and PBS the
modules can be configured to collect information
from the history logs, besides running the job
manager commands. Even though this information is
not useful for real time monitoring (because the
record for a job is written to the log only when the
job is finished), there are several reasons why the
log information is helpful:

— the log file usually contains the exit status for
jobs; knowing whether the jobs were finished
successfully is important both for users and site
administrators

— there may be some very short jobs which start
and end between two consecutive runs of the
module; by examining the logs, we can add
these jobs to the VO statistics

— with the aid of the logs we can double-check the
values for CPU time and runtime that the
module collected (the value from the log should
be greater than or equal to the value obtained in
the last run of the module).

A. Collecting Information from Remote Sites

Normally, the accounting modules collect the
information from the local cluster on which
MonALISA is running. However, in some situations
it is desired to obtain accounting information from
remote sites. There are two possibilities of doing
that. First, we use the job manager’s features. For
example, Condor provides an option to query the
jobs’ status from a remote pool. The MonALISA
module can be configured to use this option and to
collect information from a remote site (and also
from multiple sites). The disadvantage is that in this
way, we cannot benefit of the history information as
the log files are not on the local machine anymore.

Another possibility to obtain information from
remote sites is to run the job manager commands
through a SSH connection on the remote hosts. This
can be done with any job manager, but it is
necessary to configure the remote hosts so that a
SSH connection can be opened with the public key
authentication method. Another disadvantage is the
overhead caused by the SSH communication,
especially when there are problems with the network
connectivity. This solution has been implemented in
a version of the Grid modules that is used in the
SEE-Grid project, on LCG middleware.

B. Failure Handling

As mentioned, the accounting system must
consider situations when the resource manager fails
and stops providing information. A distinction
should be made between the case when the manager
returns an error message, the case when there is no
answer from the job manager, and the case when the
job manager works correctly, but there are no
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running jobs. Otherwise, the accounting system may
mistakenly report zero current jobs while there
actually are jobs still executing. To avoid this
situation, we introduced a set of error codes for the
accounting module. When the job manager
command returns with error or it fails to answer, we
set the appropriate error code, which is also visible
from the graphical client.

Another type of failure is the one that affects a
single job. Sometimes the resource manager may
decide to restart the failed job, and the CPU time
counter of the job is reset to zero. We took this case
into consideration and the accounting module can be
configured for one of the following behaviours:
adding the old value of the CPU counter to the VO
statistic or neglecting the old value.

C. Processing and Storing Accounting Information
in the MonALISA Repositories

MonALISA provides an easy mechanism to
create clients able to use the discovery mechanism in
JINI and to find all the active services running in a
set of targeted communities (groups). Such clients
can subscribe to a set of parameters or filter agents
to receive selected information from all the services.
This offers the possibility to present global views
from the dynamic set of services running in a
distributed environment to higher level services.

The received values are further stored locally into
a relational database, optimized for space and time.
The collected monitoring information is further used
to create web repositories able to present a synthetic
view of how large distributed systems perform. The
system allows the development of the required
higher level services and components necessary to
provide decision support, and eventually some
degree of automated decisions, and to help maintain
and optimize work-flows through the LSDS.

The repository registers with a set of predicates
and stores the received values in the local database.
A predicate has the following pattern: Farm /
Cluster / Node / start_time / end_time / function_list.
These parameters can be dynamically plotted into a
large variety of graphical charts, statistics tables, and
interactive map views, following the configuration
files describing the needed views, and thus offering
customized global or specific perspectives. The
same mechanism is used to offer access to this
information from mobile phones using the Wireless
Access Protocol (WAP). The WSDL/SOAP
interface is also available so that clients can access
information received from several farms in LSDS.

The main components of the repository system
are the storage client, responsible for data collection
and storage, and the servlet engine, which ensures
the translation of user’s customized requests from
the interface into appropriate queries for the storage

client (according to the predicate pattern previously
presented). Furthermore, the repository can plot the
results in a flexible manner, according to properties
set in configuration files. Each chart has a
corresponding configuration file with a simple
structure that ensures flexibility. Consequently, site
administrators can specify custom properties of the
plot: the type (bar, series, spider, double axis series,
pie, histogram, table, interactive map etc.), the
information to be displayed — the predicate(s), the
time interval (real time information or maximum
length of the history interval), the metrics, the scale,
statistics generation, graphical enhancements (series
colours, size, names etc.). The same configuration
file is used to specify which of these options should
be accessible to users from the web interface and the
options default values.

This feature stresses two levels of customization
permitted by the repository system: user level, at
which the user can customize a default view through
the interface, and site administration level, at which
the super user can decide which monitoring
information is made public and how this information
is displayed. Furthermore, the flexibility at this level
can be increased through integration of new filters
and servlets, written by site’s administrators and
performing specific tasks for the targeted
community. We developed such filters for
accounting resource usage in several repositories'.
The MonALISA repository is a Web client that is
able to present a synthetic view of how large
distributed systems perform. A servlet engine is used
to present historical and real time values, statistics
and graphical charts in a flexible way. For that, a
dedicated module adds a new level of aggregation to
raw data stored in the database. The suitable
aggregation method and parameters can then be
selected from the interface or from the configuration
files: sum, minimum/maximum, average, integration
over a specified interval, etc.

An important issue in resource usage accounting
is the length of the monitored time interval. Usually,
this time frame spans over a period of a few years
which in conjunction with high parameter collection
rates (~2700 parameters/minute for an average
Grid/VO community) results in large amounts of
monitored data. Such factor size for the repository
database (~ 250 GB the average per VO) raises
space and access time issues. We therefore
optimized the system to achieve consistency, fault
tolerance and reliable response times.

First, we allow a precise selection of relevant
collected data, as not all received information

! For a collection of currently available MonALISA monitoring
repositories the user can also consult http://monalisa.cacr.
caltech.edu/monalisa__Repositories.htm.
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presents interest for a certain community. The
system administrator can choose from repository’s
configuration file which received predicates should
be stored in the database, and which should not, and
which should only be stored in a temporary memory
buffer, but not written to disk (ex: real-time
information without history relevance). In the same
concern for the database’s proportions, the time
frame covered is adjustable using a sliding window
mechanism.

Also, performing accounting queries for long
history periods is a time consuming process.
Therefore, an optimized data storage model was
needed. We used multiple parameters / series tables
for a fast access. Additionally, we designed tables
with multiple sampling intervals, so different queries
may be served from the appropriate sampling table.
For instance, an accounting query for a short history
period (1 day, 1 week, 1 month) will use a table with
a higher resolution (ex: 1 minute sampling), while
queries for long periods (6 months, 1 year) use lower
resolution tables (ex: 15 minutes sampling). Also,
the sampling method can be customized: write
average values for the sampling interval or write
directly received data. Further, we use an adaptive
memory buffer in order to speed up the response.

Besides being written to the database, the
accounting monitoring information is stored in a
buffer, so recent data (used for real-time charts) can
be quickly accessible without time consuming
readings from the disk. The size of this buffer can be
set by the system administrator, otherwise is
automatically adjusted according to existing memory
resources. The time frame of the buffer usually
spans from a few hours to a few days according to
its memory size and received results rate (~3 hours
and ~1.000.000 results for an average-size
repository). Besides this buffer, a data cache is used,
indexed after servlet queries, which stores the most
requested queries and their responses. We designed
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this complementary cache observing that there are
certain requests with the same parameters (all
information in the configuration files is translated in
servlet parameters), returning the same charts, so a
new plot of the same chart was both time consuming
and unnecessary.

4.2. CASE STUDY: USING MONALISA
FOR ACCOUNTING

The Open Science Grid (OSG) is a consortium
formed as a continuation of the Grid3 project, with
the purpose of enabling multiple scientist
communities to access a common Grid
infrastructure. The infrastructure is administered by
a set of U.S. universities and national laboratories.
One of the main project domains in OSG is nuclear
physics, as many of the current OSG applications
regard the experiments at the Large Hadron Collider
from CERN, Switzerland. Other projects developed
within OSG are in astrophysics, biology and
gravitational-wave science. The OSG includes an
Integration Grid, wused for testing of new
technologies and applications, and Production Grid,
which is a stable environment for executing
applications. The OSG middleware is packaged with
the Virtual Data Toolkit (VDT), including Globus
and Condor as main components, and also the
MonALISA framework.

We have been monitoring the OSG group using a
global repository for several years, tracking 155.000
parameters from 54 deployed MonALISA services
on 26.300 nodes (see Figure 11). The number of
finished jobs in this interval was ~ 9.000.000 in 50
Virtual Organizations. The repository has been
serving ~ 2.100.000 requests at an average rate of
120  requests/hour, with peaks of 1.500
requests/hour. The average collection rate is ~2.300
results/minute.

wt}ﬂ/‘l.bl.)/i
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Fig. 11 — The OSG Repository
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Fig. 12 — Integrated CPU time statistic from the
MonALISA repository

Figure 12 shows an example of accounting
resource usage in OSG group with the MonALISA
repository. The chart presents the total integrated
CPU time consumed at each site in the last week,
measured as hours (of CPU time) x number of
CPUs. The user can select from the interface the
farms which present interest, the time interval for the
plot (with predefined periods — last hour, day, week,
month, year etc. or specific periods), the
representation model (stacked area, series etc.) and
size. The chart also has a description and annotations
and is available for download in different formats:
CSV, HTML.
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Fig. 13 — Finished jobs statistic from the MonALISA
repository

different OSG sites. This kind of information,
summarized per VO, is stored on a long term in
MonALISA repositories.
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Fig. 15 — Number of running and idle jobs of a virtual
organization, across different sites

Another example of accounting resource usage is
shown in Figure 13 where a two axes plot presents
the number of finished jobs in each Virtual
Organization for the last year as well as the
cumulative number of finished jobs in each VO, for
the last year.

Figures 14 and 15 present information displayed
by the MonALISA graphical client. The data was
obtained from MonALISA services that are running
on OSG sites. In Figure 15 there are the values of
CPU time consumed by the jobs belonging to a VO,
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on a single site. Similar charts are available for the
values of wall clock time, jobs size and disk usage
(depending on the resource manager running on the
site). Such charts are helpful when a user wishes to
learn about the status of his/her jobs.

5. CONCLUSION

We have presented a distributed framework for
collecting and processing accounting information in
LSDS environments. Among the strengths of the
framework are: scalability, the possibility of
interacting with diverse resource managers, and
collecting data both in a real time manner and from
logs. As of this writing, more than 360 MonALISA
sites are being monitored 24/7 throughout the world.
The services monitor more than 60,000 computing
servers, and thousands of concurrent jobs. More than
3.5 million parameters are currently monitored in
near-real time with an aggregate update rate of
approximately 50,000 parameters per second. Such
services are mostly deployed by the High Energy
Physics community to monitor computing resources,
running jobs and applications, different LSDS
services and network traffic. The system is used to
monitors detailed information on how the jobs are
submitted to different systems, the resources
consumed, and how the execution is progressing in
real-time.

In this paper we presented the capabilities of
MonALISA framework towards monitoring and
representing large scale networks at different OSI
layers. We also present a very useful use case where
informed automatic decisions based on monitoring
information can improve reliability and increase
overall performance of the system. Network
monitoring, in particular, is vital to ensure proper
network operations over time, and MonALISA was
successfully used to provide its monitoring services
to control a vast majority of the data intensive
processing tasks used by the LHC experiments. In
order to build a coherent set of network management
services it is very important to collect in near real-
time information about the network traffic volume
and its quality, and analyze the major flows and the
topology of connectivity.

ACKNOWLEDGMENT

This work was supported by project “ERRIC -
Empowering Romanian Research on Intelligent
Information Technologies/FP7-REGPOT-2010-1",
ID: 264207. The work has been cofounded by the
Sectoral Operational Programme Human Resources
Development 2007-2013 of the Romanian Ministry
of Labour, Family and Social Protection through the
Financial Agreement POSDRU/89/1.5/S/62557.

6. REFERENCES

[1] L. Gaido, A. Guarise, G. Patania, R. Piro,
F. Rosso, A. Werbrouck, The Distributed Grid
Accounting System (DGAS), Last accessed
November 22, 2012, from http://www.to.infn.
it/grid/accounting/main.html.

[2] C.Dobre, R. Voicu, I. Legrand, Monitoring
large scale network topologies, Intelligent Data
Acquisition and Advanced Computing Systems:
Technology and Applications (IDAACS 2011),
Prague, Czech Republic (September 2011), pp.
218-222.

[3] MonALISA official website (2012), Last
accessed November 24, 2012, from
http://monalisa.caltech.edu/.

[4] CMS Experiment official website (2012), Last
retrieved  November 21, 2012, from
http://cms.cern.ch.

[5] ALICE Experiment official website (2012),
Last retrieved November 21, 2012, from
http://aliweb.cern.ch.

[6] Atlas Experiment official website (2012), Last
retrieved  November 21, 2012, from
http://atlas.web.cern.ch.

[7] OSG official website (2012), Last retrieved
November 25, 2012, from http://www.opens
ciencegrid.org.

[8] RRD official website (2012), Last retrieved
November 24, 2012, from http://www.mrtg.
org/rrdtool.

[9] FDT official website (2012), Last retrieved
November 24, 2012, from http://fdt.cern.ch.

[10] TL1 - Transaction Language 1 Generic
Requirements  Document  GR-831-CORE
(2012), Last retrieved November 12, 2012,
from http://telecom-info.telcordia.com/site-
cgi/ido/docs.cgi?ID=SEARCH&DOCUMENT
=GR-831.

[11] Calient Technologies official website (2012),
Last retrieved November 23, 2012, from:
http://www.calient.net.

[12] GMPLS - General Multi-Protocol
Switching Architecture RFC3945.

[13] ITU-T Rec. G.7042, Link Capacity Adjustment
Scheme (LCAS) for Virtual Concatenated
Signals, Feb. 2004.

[14] S. Bagnasco, L. Betev, P. Buncic, et al, AliEn:
ALICE environment on the grid, in: J. Phys.:
Conf. Ser. (2007), pp. 119.

[15] I.C. Legrand, H.Newman, R. Voicu, et al,
MonALISA: An agent based, dynamic service
system to monitor, control and optimize
distributed systems, In: Computer Physics
Communications, (180) Issue 12 (December
2009), pp. 2472-2498.

[16] R. Byrom, R. Cordenonsib, L. Cornwall, et al,

Label

365



Ciprian Dobre, Ramiro Voicu, losif C. Legrand / Computing, 2012, Vol. 11, Issue 4, 351-366

APEL: An implementation of Grid accounting
using R-GMA, in: UK e-Science All Hands
Conference, Nottingham (September 2005).

[17] A. Cooke, A.J. Gray, W.Nutt, et al, The
relational  grid monitoring  architecture:
mediating information about the grid, in:
Journal of Grid Computing, (2) 4 (2004), pp.
323-339.

Dobre, PhD, has
scientific and scholarly
contributions in the field of
large scale distributed systems

Ciprian

concerning monitoring
(MonALISA), data services
(PRO, DataCloud@Work),

high-speed networking (VINCI,
FDT), large scale application
development (EGEE I, SEE-
GRID-SCI), evaluation using
modeling and simulation (MONARC 2, VNSim).
Ciprian Dobre was awarded a PhD scholarship from
California Institute of Technology (Caltech, USA),
and another one from Oracle. His results received
two CENIC Awards, and a Best Paper Award, and
were published in 6 books, 10 articles in major
international peer-reviewed journal, and over 60
articles in well-established international conferences
and workshops (these articles received more than
150 citations). Currently he is local project
coordinator for national projects ‘CAPIM — Context-

Aware Platform using Integrated Mobile Services’,
and ‘TRANSYS — Models and Techniques for Traffic
Optimizing in Urban Environments’.

Ramiro Voicu, PhD, is Soft-
ware Engineer at the Califor-
nia Institute of Technology. He
has expertise in the design
and development of solutions
for proficient provisioning of
network resources, data trans-

]
fer mechanisms capable of dynamic bandwidth ad-
justments capabilities, extensible monitoring infra-
structure development, with specific accent on the
mechanisms to provide full end-to-end performance
data.

losif Legrand is Senior Soft-
ware Engineer at the Califor-
nia Institute of Technology,
Division of Physics, Mathema-
tics and Astronomy. He wor-
ked on the simulation and mo-
deling of the Data Grid Hierar-
chy concept and the globally
distributed Computing Model
adopted by the LHC high ene-
rgy physics collaborations. He is member of the US-
CMS collaboration and is working on distributed
network services, monitoring systems and grid
related activities.

366



A. Salnikov, O. Sudakov, R. Levchenko, le. Sliusar, A. Savchenko / Computing, 2012, Vol. 11, Issue 4, 367-374

] computing@computingonline.net
J www.computingonline.net

ISSN 1727-6209
International Journal of Computing

INTERACTIVE ENVIRONMENT FOR MASSIVE NEUROSCIENCE
SIMULATIONS IN GRID

Andrii Salnikov *?, Oleksandr Sudakov *®, Roman Levchenko 2,
levgen Sliusar ¥, Anton Savchenko ¥

! Information and Computer Centre, National Taras Shevchenko University of Kyiv,
4D Glushkova avenue, Kyiv, Ukraine, e-mail: cluster@cluster.kiev.ua, http://grid.org.ua
Y National Scientific Centre for Medical and Biotechnical Research, National Academy of Sciences of Ukraine,
54 Volodymyrska str., room 232, Kyiv, Ukraine, e-mail: biomed@nas.gov.ua, http://biomed.kiev.ua/

Abstract: End-user oriented system for massive computations in grid is proposed and implemented. The system
provides support of user interfaces for input and output data staging, asynchronous jobs submission and control, tasks
status and results monitoring. The main system components include web-portal, authentication components and jobs
submitter that interact with grid infrastructure. The main advantages of described grid-portal are flexibility in
computations back-ends support and possibility to interactively handle thousands of jobs. The proposed integrated
environment was implemented in Ukrainian National Grid (UNG) infrastructure for massive simulations of non-linear

dynamics in neuroscience.
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1. INTRODUCTION

Grid [1] is one of the most popular tools for large
scale high-throughput computing. Ukrainian grid-
infrastructure was established in 2006 as Ukrainian
Academic Grid (UAG) [2]. Since 2006 number of
UAG application for scientific researches increases
and leads to evolving to Ukrainian National
Grid (UNG). New problems that could not be
efficiently solved before now are able to utilize
computing power and storage elements of the UNG.
One of such new application is non-linear dynamics
problems concerned with biological neurons. In
2010 the virtual organization “networkdynamics” [3]
has been created specially for these tasks under the
initiative of Laboratory for mathematical modelling
of nonlinear processes of National Scientific Centre
for Medical and Biotechnical Research, National
Academy of Sciences of Ukraine (NSCMBR) in
cooperation with Laboratory for parallel computing,
Information and Computer Centre and Medical
Radiophysics Department, Radiophysics Faculty
National Taras Shevchenko University of Kyiv
(KNU).

Analysis of neuronal networks is one of the
leading trends in modern science aimed to
understand mechanisms of human brain functions
like memory, cognition, etc or nervous pathologies
like Epilepsy, Parkinsonism etc. The main difficulty

in such simulations is a large number of neurons
(>10°-10°) and large number of parameters to be
taken into  account. = Simulation  requires
consideration of 10°-10° connected neurons and
solution of 10°-10° non-linear differential equations.
Investigation of neuronal network behaviour
requires computing of 10-10° trajectories, each of
10°107 steps. Computing time of this task is 3-6
months on the one modern CPU. Size of the
compressed data file for each trajectory is 0.1—1
Gigabytes. Different dynamics trajectories are not
coupled so may by computed in parallel on different
resources in Grid.

The main problem of Grid application is the large
number of jobs that should be handled interactively.
When number of jobs grows up to hundreds or
thousands automation is required to accomplish the
research task. Automation is also required for jobs
monitoring and aggregation of jobs results. The
manual operation requires a lot of knowledge beyond
the subject of researcher’s science area, like internals
of grid operation, job description languages,
command line client tools usage for job submission,
monitoring, management and data staging. Human
factor is another disadvantage of the manual
operation. One can easily mistype the input data or
lose the job identifier. Thus we can conclude that
without automation it is almost impossible to perform
research that requires massive distributed computing.
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Many software tools available for biological
neurons simulations, but authors found no such tool
designed for batch procession in grid. Thus special
parallel software for neurons dynamics modelling
was developed by authors of this paper [4]. This
software was deployed for grid-computing with
integrated environment for handling massive job
submission. Despite several implementations of grid
portals frameworks exist [5], [6] we implemented
our own approach [7] that overcome shortcomings
of thousands jobs handling present in the mentioned
frameworks. In present works this approach is used
for building of grid-portal for nonlinear dynamics
simulations in neuroscience.

2. HANDLING OF COMPUTATIONAL
JOBS IN GRID ENVIRONMENT

Developed system treats a grid job as a set of
executables and data specified by job description.
Job description contains information about
executable itself, location of input and output data
and requirements for execution: processor count,
system memory, local storage capacity, execution
wall-time, etc. Job description is required to allow
the grid-scheduler to find computing element that
fulfils job resource needs. There are two common
description semantics used: JSDL — Job Submitting

Description Language and xRSL - eXtended
Resource Specification Language. [8]

Job passes various states in grid
environment:

1. Preparing the job input files, executable
parameters specification and writing the job

description. Requirements to computing and storage
elements need to be chosen. Wall-time can be
computed taking into account algorithm complexity
and job parameters (number of elements, etc).

2. Job submission and scheduling. Based on the
job description grid scheduler choose appropriate
computing element. Information about available
processors, disk space and resource load published
in common grid information system and available
for scheduler. There are two approaches of scheduler
implementation in middleware: separate service (for
example, Workload Management System (WMS) in
gLite) and integration of brokering into client tools
(like Advanced Resource Connector [9] clients).
Passing to separate service minimizes user interface
(UI) tools execution time, but job additionally has to
wait in service queue and single point of failure
exists. Choosing computing element directly from
Ul tools requires retrieving resource specification
from information system and thus it takes more time
to proceed but it passes job to computing element
immediately. Both approaches, depending on the
number of resources and their response times, waste

from dozens of seconds to couple of minutes before
submitting to a target computing element (CE).

3. Preparing input files on CE. Depending on
middleware implementation, input files can be
uploaded to a computing element bundled with a
job, or downloaded by CE from specified URI. In
turn, file downloading can be performed on gateway
node or, after the submission to Local Resource
Management System (LRMS), on worker node.

4. Pending state. When all information about job
including input files has been retrieved, job is
waiting for submission to LRMS. Due to CE queue
limits and resources available a significant time can
be elapsed before pending job become submitted.

5. Submission to LRMS. Computing element
reads the job description, locates job input files and
parameters. Based on requirements from the job
description, job is passed to the LRMS. Each cluster
have own LRMS. For end users it doesn’t matter
how grid job is scheduled locally.

6. In LRMS queue. Job is processed by LRMS
scheduler, gets passed to selected queue and
waiting for resources to be available for actual
execution.

7. Running. At this stage the desired execution of
program on selected worker node finally takes place.
During this process some additional commands can
be executed before and after job computation. These
actions are produced on demand of job script itself
and to ensure correct middleware operation.

8. Finishing. Execution of specified program
finished and output data needs to be handled. There
are several possibilities to handle data: leave it on
the CE to be called for retrieval on client or upload it
to specified URI on grid Storage Element (SE). The
first method is less demanding — client retrieval is
always available. Second method requires SE
protocols support, frequently outbound internet
access on Worker Node (WN) and valid user
delegation available (see below).

9. Finished. CE finished output files handling and
job operation is almost complete.

10. Job information deleted. After configured
amount of time, information about the job removed
from grid information system.

After submission to the scheduler (or to a CE
directly) unique identifier is assigned to the job for
further operations. Information about job state and
parameters gets published and continuously updated
in the grid information system.

Delegation is the process of transferring some
limited rights and privileges to another party,
primarily grid service. Use of delegation techniques
is a common requirement for a wide range of grid
applications [10]. Integrated environment, like any
other grid-service, needs to obtain user delegation
for further job submission and handling.
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The mechanism of delegation commonly used in
grid — transferring of the user proxy certificate.
Proxy certificate is a short lived certificate signed by
user’s personal long-term certificate. Usually proxy
certificate is valid for 12 hours that is less than job
life cycle time. Often, the user proxy expires while
the job is still running (or even waiting in a queue).

When the job with expired proxy tries to upload
output files to SE — data stage-out will fail [11]. To
avoid this situation delegation renewal is required.
Delegation renewal can be accomplished via client
tools (such as arcrenew for ARC middleware) or via
MyProxy service. Like output files uploading, using
client tools is the most robust way, which is
independent on remote CE deployment. Interaction
with MyProxy needs to be configured both on
remote CE and MyProxy server.

3. INTERACTIVE PREPARATION OF
MASSIVE JOBS

Composition of thousands of input files without
automation is complicated. However, researches that
require massive computations in most cases focused
on enumeration of some parameters. Structure of
input files with predominant number of parameters
left the same, while changing initial conditions.

Set of jobs with enumeration of several
accessible parameters handled as one project we
called a jobset.

Jobset require methods, to specify all
enumeration once a time. Proposed approach
designed to bring special symbols that indicate
parameter enumeration:

* To specify several parameter values the
syntax: {p1,p2,...,pN} is used;

* Parameter numerical values range can be
specified as: {Pstartzpstepzpend}' For example,

specification  {0.1:0.05:0.3} is
{0.1,0.15,0.2,0.25,0.3}.

Integrated environment needs to parse provided
jobset files looking for defined semantics and
generate set of input files for each job. The good
practice is to include exact parameter value on every
job in jobset into job name published to information

equivalent to

system.
As mentioned above submission of job requires
significantly long time. For example, UNG

consolidate 24 clusters, and average job submission
time in this segment is about 100 seconds. This
submission time is provided by client tools available
in ARC middleware installed in UNG [2].

Using serial submission of 1000 jobs requires
more that twenty-four hours: 100*1000/3600=27.7.
Submission of 12000 jobs consume a two weeks.
Even if submission time can be reduced with
blacklisting of some “bad” clusters, and by

aggregating jobs submit (several jobs per submit)
submission of thousands jobs may take hours or
days.

Existing implementations of grid portals and
frameworks are not suitable for massive submission,
because of using interactive submission from user
interface [5], [6]. Integrated environment needs to
separate the process of input data preparation from
actual grid job submission to accomplish the goal.

We suggested the following methodology for
massive submission with integrated environment:

» User creates a jobset by means of UI;

» Ul passes jobset to the portal server along with
user identity;

e Server stores information about jobset in a
database and notify user about submission via
integrated environment;

* Batch server backend checks
regular basis and looks for new jobs;

* Server retrieves user delegation and submits
jobs from jobset non-interactively in background.

database on

4. NETWORKDYNAMICS WEB PORTAL

To investigate neuron networks behaviour and
determine which set of input parameters lead to
synchronization it is necessary to recompute
enumerations of data. Massive distributed grid
computing is the efficient way for that researches, so
integrated environment requires for end-user
scientists.

On demand of networkdynamics VO, integrated
environment has been implemented. User interface
to solution has been built using Adobe Flex
technology to be implemented as a cross-platform
web-based solution — portal for non-linear networks
investigations.

Backend implements described methods to
support massive computing and analysis. Backend is
written in the PHP [12] and provides the JSON RPC
for interaction with the UIL. Backend separation
provides an ability to completely change UI
implementation or to use more than one different
interfaces (including non web-based).

Fig. 1 — Web portal screenshot
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Portal is available at the web site
https://chimera.biomed.kiev.ua for VO members
only due to authentication restrictions.

User authentication on the backend uses HTTPS
client certificate authentication method and require
PKCS12 user certificate to be imported into the web
browser. User certificate Distinguished Name (DN)
serves as unique identity to all user-dependent
operations on the backend.

If HTTPS authentication has successfully passed,
VO authentication is performed next. Integrated
environment connects to VOMS server via SOAP
interface [13] (PHP-SOAP is used for this purpose)
and checks membership of authenticated user.

Networkdynamics VO uses PHP VOMS-Admin
0.6 software with membership database multi-master
replication enabled: two instances at NSCMBR and
KNU. Thus backend involves use of several VOMS
servers for authentication to achieve fault tolerance.

Backend has the database of jobs under control of
the integrated environment. MySQL backend is
utilized for this purpose, and several database
schemas have been tested to optimize performance.
Every jobset contain thousands of jobs and when
number of jobsets grows, backend must able to
handle millions of jobsets.

Saving parameters and input file links in
relational database is more processor and time
intensive operation, compared to storing it as
serialized arrays within the same jobs table.
Database access operations in networkdynamics
implementation do not require searching for every
parameter, so indexes are available only for several
fields: job and jobset ids, authors, searchable
parameters (separate fields of job table) and job
status. Future system enhancements will change this
behaviour to more universal.

Monitor script selects jobs having transient status
(already finished or failed jobs don’t get queued,
because nothing has to be done for final status). The
querying of grid LDAP-based information system is
performed. Querying the data also has the specific
features. Efficient querying applies request-time
filtering techniques by jobid to eliminate continuous
interactions with LDAP servers. In the system with
thousands of jobs filter size grows, and LDAP
cannot handle megabytes of filter specifications.
Filter data requires separation to manageable pieces
(4KB in general).

LDAP response contains information actual job
status for every jobid. This information is used for
updating the database. Monitor script is executed on
regular basis by means of CRON UNIX subsystem.
To prevent concurrent script running, when CRON
interval become smaller then LDAP query time
locking mechanism has been implemented as well.

As mentioned above, every grid operation

requires delegation from user. Networkdynamics
portal implements transparent delegation retrieval
from MyProxy server. MyProxy supports
“authorized retrievers” policy that describes subjects
able to retrieve user delegation without password
providing service SSL credentials.

To allow transparent delegation, user need to
upload proxy certificate to KNU MyProxy server
(px.grid.org.ua) that supports NSCMBR portal
certificate as authorized retriever.

Job submission also relies on CRON. Prepared
jobs have the initial state in database, that can be
queried and job will be submitted. Locking
mechanism becomes more important for submission,
because of long submission times. Input files are
generated and passed to remote CE at submit time,
while statically linked programs are available for
download from specified URL. This approach use
CE caching mechanisms [11], which prevent clusters
from making thousands of code copies.

Unfortunately, due to different systematic-less
configuration of clusters in UNG, automatic results
uploading to SE on every CE become impossible. So
we forced to stick on manual results retrieval.
Retrieving process, like submission and monitoring,
operates the same way by querying finished jobs
from database and retrieving results using client
tools. Third party transfer allows storing space-
consuming results on SE.

Job script contains a code for visualizing results —
plotter that stores images in PDF file. PDF files are
stored on portal file backend locally, and are
available for download from the UI for the first step
analysis.

Aggregation of jobset PDF files is also
supported, so users can simply review the results of
the whole jobset.

5. USING ARC1 CLIENTS IN GRID-
PORTAL

A new generation of ARC middleware client
tools (starting from version 1.0.0) supports multiple
endpoints to submit job as well as multiple sources
of information about available VO resources.

Endpoints supported by ARC A-REX computing
element are: GridFTP (legacy interface that rely on
Globus Toolkit and compatible with ARC 0.x
clients), xBES — extended OGSA BES interface
implementation and a new-one EMI-ES interface
that is now under development in the EMI project.

ARC clients are capable of submitting jobs not
only to A-REX interfaces, but also to gLite CREAM
CE or UNICORE/X execution service. The future
development of portal will cover this way of
submission to other infrastructures.
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Information sources supported by ARC clients
are LDAP resource information systems (including
own Nordugrid LDAP schema and Glue2.0 schema),
WSRF XML resource information endpoints,
LDAP-based EGIIS indexing service and EMI
Registry indexes.

Compared to the old clients (which were initially
used in the first versions of grid-portal) where grid
job ID was the ultimate source of information, a new
clients require additional info to operate with jobs
(like the exact URI of endpoint where job was
submitted and the information source). This
additional information is stored in a database local to
ARC client (in current implementation file jobs.xml
is used). Database contains every required (or even
optional, like human-readable job name) parameters
associated with every grid job ID.

So, unlike old implementation, where only grid
job ID had to be stored in the portal database, with a
new clients it is required to preserve jobs.xml file.

Common jobs.xml is not efficient for massive
computations — there are performance issues with
parsing a huge XML document and there are many
different users that access the portal simultaneously.

General scalable approach is to save separate
jobs.xml file for every job submitted in portal
database. Networkdynamics web portal is project-
oriented and all operations are performed in terms of
jobsets instead of independent jobs including status
updates. With a new ARC clients (starting from
2.0.0 version) it is possible to perform batch
operations and retrieve information about every job
in jobs.xml with a single command.

Taking into account all this considerations, it was
decided and implemented in the current version of
portal to save separate jobs.xml files for every jobset
in the internal database and substitute it for every
ARC client command invoked from shell wrappers.

UNG now contains many A-REX instances with
different endpoints — legacy GridFTP available on
every cluster, xBES and EMI-ES are supported on
several installations. Networkdynamics web-portal is
now ready to submit to EMI-ES transparently.

6. UTILIZING STORAGE
INFRASTRUCTURE OF UNG

ARC 1.x comes with built-in support for
accessing Storage Resource Manager (SRM)
compatiple storage elements and LCG File Catalog
(LFC) data catalogue services, which are de-facto
standards in the global grid infrastructures like EGI
and WLCG.

Clusters that support netowrkdynamics VO
deploy ARC 1.x and higher and hence support data
staging using SRM and LFC as well as GridFTP.

Portal was extended to automatically stage-out

jobset results to the storage infrastructure of the VO,
which consists of storage elements and central
redundant data catalogue deployed at KNU.

EMI StoRM SRM implementation was deployed
on CHIMERA cluster as a primary storage for
networkdynamics  computations. It  provides
dedicated disk storage resources for the VO
accessible via SRM and raw GridFTP protocols.

LFC catalogue is used to track replicas of files as
well as access permissions. Portal uses LFC
references when producing job description which
allows off-loading data staging from the portal to the
accepting computing element. After job completion
at the target CE, it automatically stages out data to
the CHIMERA SE and registers file location in the
central LFC catalogue.

7. GRID-PORTAL API

A test version of new grid-portal API is
developed based on the experience in creation and
applications of networkdynamics web-portal. A new
API includes three main parts: job monitor, job
submit system, results access system. Grid-portal
API contains software components that simplify
creation of end-user web interfaces to grid jobs.
JavaScript components of the dynamic user-
interface communicate with server (section 3) using
JSON-RPC protocol. For data parsing and
representation components jQuery, dataTable and
jsTree are utilized. To optimize server access times
for large number of jobs and large data files HTML5
localStorage objects are used if available in client
browser. AJAX library is used for asynchronous
communications between server and client if
localStorage is unavailable.

Monitoring system periodically communicates
with server using AJAX library to get, renew or
change status of running tasks. Minimum
information is transferred over the network and only
if task status changes occur.

Job submitting interface receives existing task
profiles from server, stores task profile on server and
submits jobs based on task profiles specified by user.
Task profiles include set of input and output jobs
data that may be edited by user (section 3). Profile
data is sent and received by the same methods as in
monitoring interface. Development of job workflow
support is now in progress.

Visualization  interface  provides  visual
representations and aggregation of job results as
plots, pictures, diagrams, animations etc.

Downloading of job results data files and building of
data aggregation maps for multiple jobs are
implemented now.
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8. APPLICATION RESULTS

Application of proposed system was performed
for investigation of condition when the network of
2000 neurons transfers from chaotic (healthy) to
synchronized (Parkinsonism disease) state. For this
realistic simulation Rubin-Terman model [14] was
used and 640 trajectories of 10 seconds dynamics on
2 clusters of UNG were computed.

Rubin-Terman model is one of the most realistic
models for neurons responsible for certain diseases,
like Parkinsonism. It involves six nonlinear
differential equations per neuron that describes
different electrochemical parameters. Neurons are
coupled together by one dynamic variable.

Simulation requires consideration of 10’
connected neurons and in turn solution of system of
non-linear differential equations. Investigation of
neuronal network behavior requires computing of
10> trajectories, each of 10° steps. Computing
time of this task is about 4 months on the one
modern CPU. Total size of the compressed data files
for simulation is about 1 Terabyte. About 100 CPUs
were used and it took about 15 days that was about
50 times faster then on supercomputer in Juelich
where 32 CPUs were available for such jobs [4]. The
main scientific result was that network can be
transferred from healthy to pathological state only
when the links number and strengthens reduced.
Another application of proposed system is
investigation neuronal networks described by
Kuramoto-Sakaguchi model. Kuramoto models [15]
treats each neuron as phase oscillator. Each
oscillator is described by one nonlinear differential
equation. Set of such oscillators are coupled.
Physical meaning of phase is position of neurons
membrane potential pulses in time. Investigation of
hyper-chaos and synchronization regions in
parameters space by Lyapunov exponents method

requires obtaining of 10977 trajectories with 10>
steps. Computing time of this task corresponds to 1-

3 months on single modern CPU. Simulation of 10°

trajectories of 10° steps on 3 clusters (115 CPUs)
took about 3 days. The main scientific results were
determination of initial conditions and parameters
ranges where chaotic and synchronized behavior can
exist.

Some examples of massive jobs results
representations are depicted in Fig. 2-Fig 5 [16].
Fig.2 describes an example of aggregated
parameters map. Each pixel of this map corresponds
to a single trajectory for 1000 neurons simulated
with certain parameters. Vertical and horizontal axes
correspond to coupling radius and initial phase.
Pixel colour describes number of frequency clusters
in the network. This plot is one of the possible

representations of bifurcation diagram.

Fig. 2 — Aggregated parameters map (79000
trajectories)

Clicking at appropriate place in map one can see
all data available for trajectory, like animations of
trajectory dynamics in time (Fig. 3, Fig. 4), phase
space diagrams (Fig.5), parameters values etc.
Animations may be easily compared by visual
inspection. Parameters sets may by easily imported
into other software for data analysis.
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Fig. 3 — Dynamics of neurons frequencies (2d network
100x100 neurons)
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Fig. 4 — Dynamics of neurons phases (2d network
200x200 neurons)
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Fig. 5 — Phase space diagram for two neurons

9. CONCLUSIONS

Developed job management system allows
handling thousands of grid jobs form a single web-
based user interface and provide a framework for a
complete automation of grid-computing cycle: from
input parameters preparation, submitting and
managing jobs in background to staging-out a job
results to the storage infrastructure.

Backend implementation of the latest framework
build on the top of Nordugrid ARCI clients that
allows a transparent usage of different information
sources (including gLite Top-BDII, ARC EGIIS and
EMI EMIR) as well as job management endpoints,
making the whole system GLUE2 and EMI-ES
ready.

Data storage infrastructure used involves SRM-
storages and LFC file catalogue, to automatically
stage-out data for further processing.

Proposed framework provides an open RPC API
for easy extension with other interfaces that can be
used for completely different projects.

First applications of the grid-portal has been
devoted to brain structures simulations during the
Parkinsonism disease and obtaining a new results in
the field of neuroscience and non-linear dynamics
using  Kuramoto-Sakaguchi  phenomenological
model for phase oscillators and Hodgkin-Huxley-
Katz realistic neuron models.

Proposed solution provides the way of research
automation in the grid infrastructures to efficiently
utilize computing resources.
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Abstract: Human like conversation systems are one of the most important target of computer engineering. To achieve
natural conversation, estimating current user interests is the essential issue. In this paper, we proposed the novel
chatterbot which can estimate current user interests by means of Web information to solve above problem. In proposed
chatterbot, interests are represented by interest vectors that were created by Bulletin Board System (BBS) data. To
show the effectiveness of the proposed method, the computational experiments are carried out taking several BBS data

as examples.

Keywords: chatterbot, estimating current user’s interest, web information.

1. INTRODUCTION

Attempting to create an intelligent conversation
system [1-4] is one of the most important and
interesting themes in computer engineering.
However, approaches that use natural language
processing and artificial intelligence techniques have
not yet been able to create an enjoyable experience
for users.

In conversation systems, one of the most
important issue is how to estimate current user
interests [5, 6]. In this paper, we propose the novel
chatterbot that estimates user interests by using Web
information [7]. In this chatterbot, interests are
represented by interest vectors that are created by
Bulletin Board System (BBS) called "2channel”
(2ch) [8]. Although lots of interest vectors can be
obtained by our method, we have not shown the
generality of interest vectors of 2ch for various user
inputs. We show the effectiveness and generality of
interest vectors of proposed chatterbot by computer
simulation taking several BBS data as pseudo user
inputs.

We first present the constitution of the proposed
chatterbot in section 2. We propose a novel
chatterbot in section 3. Computer experiments are
described in section 4. We proposed new method to
estimate current user's interests in section 5. In
section 6, we had computer experiments to confirm
effectiveness of our method, while section 7

introduces possible applications of the proposed
chatterbot. Finally, in section 8, we conclude this
study.

2. CONSTITUTION OF PROPOSED
CHATTERBOT

In this study, the proposed
constituted in the following manner.

Interpretation

The chatterbot receives an input sentence and
formats this input for the following processes. The
first step of interpretation is morphological analysis
of the input. Here, we utilize Sen [9], which is one
of the leading pure Java morphological analysis
libraries for Japanese.

chatterbot is

Replying
The chatterbot replies to the user with an
appropriate  expression. We adopt short-term

memory for reasonable conversation and a user
logging system for retrieving information on the
specific user. The proposed chatterbot also checks
Wikipedia [10] to formulate an appropriate response
to unknown keywords.

Learning

The chatterbot can memorize new statements and
revise its memory. If the chatterbot fails to supply an
appropriate response using its memory, it will ask
the user about the user’s input sentence or any
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unknown keywords. The wuser can teach the
chatterbot the meaning of new words, or force the
chatterbot to forget a specific part of its memory.

Personality

Since  the chatterbot matures through
conversation with users, the personality of the
chatterbot is crucial for forging an emotional bond
between the users and the chatterbot. The proposed
chatterbot maintains a self-portrait and introduces
unique topics of conversation.

3. UTILIZING WEB INFORMATION
3.1 BASIC CONCEPT

We propose a novel chatterbot that uses Web
information. A simple approach to utilize Web
information is to extract the sentences from
Wikipedia [10] or from search engine results. In this
study, we propose a novel method for making the
appropriate replies with estimating the current user
interests. In this paper, we focus on the estimating
current user interests and do not show the detail of
making replies. Since estimating the user interests is
very important to achieve interesting conversation,
this study is essential to construct our chatterbot.

We use the data of Bulletin Board System (BBS)
to estimate user interests because BBS data is
already categorized into typical fields.

3.2 TARGET BBS

We selected 2ch [8] as the target BBS because
2ch is the most comprehensive forum in Japan and
covers diverse fields of interest. The top level unit is
called “category”. Several boards belong to a
“category”. It has more than 600 active boards
including “Social News”, “Computers”, and
“Cooking”. Each board usually has many active
threads that have main topics for discussion.

3.3 UTILIZING BBS INFORMATION

The following 2 approaches are adopted to use
the information from the BBS.

Approachl: If the chatterbot knows the user’s
interests before the session, the chatterbot will try to
use words that appear frequently on the board
related to the user’s interests.

Approach2: The chatterbot determines the user’s
interests  automatically by using statistical
information from the user’s conversation log.

3.4 DISTANCE BETWEEN BOARDS
3.4.1 DEFINITION OF DISTANCE

In this study, we define the distance between two
boards in the 2ch BBS as a simple Euclidean

distance. If the similarity of two boards is high, the
distance between those 2 boards will be low.

The words set throughout the entire BBS is
defined as W, and the i-th word 1s denoted as w. We

set |[W] = M. Then the feature vectors of board x and
¥, X and y respectively, are defined as follows.

N ¥

" NY

— X > y
X NWi y= N w;
x ¥

NWM N Wy

Nww:The number of words w in board x

Nyw:The number of words w in board y

g= X 9= Y

Ry M

Then, the distance between boards x and y is
defined as follows.

Mo 0
D(x,y)= g(xi_yi)

3.4.2 STOP WORDS REDUCTION

We aim to find the typical relationship between
words and the particular board. Therefore extremely
common words such as “I”” or “you” are not suitable
for this purpose. To solve this problem, words which
appear in N boards are regarded as stop words and
removed, where N is the number obtained by
multiplying the total number of boards and
parameter y. We also removed “user name”, “date
and time” and inappropriate no good words by
pattern matching.

3.5 ALGORITHM OF SIMPLE REPLYING

We show the algorithm of simple replying as
following. To confirm the efficiency of using user's
interest, we performed simple experiment based on
this algorithm in Section 4.

[Simple Replying]:
1. Save all sentences on board i from the Web to
setS..
1

2. Let the number of all boards from which
sentences are saved be n. Define

S=Un’i:1Sl.(7ﬁ(p) as the total set for n boards.
Set the probability of using the positive set p.

4. Let the first noun in the sentence be k. Set the
positive set as

|98)
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Strue = {x|x e S,x is the sentence which
contains word k}.
Let Sfalse: S\ gtrue

5. Select a sentence randomly from SU€ with

probability p, or from Sfalse with probability
of 1—p, and output this sentence after the

formatting procedure. If Strue:(p or Sfalse:(p,
a sentence is selected from S.

4. COMPUTER EXPERIMENTS 1

We evaluate whether the board’s distance can be
practically used to detect user interests. This
experiments shows the effectiveness of Approachl
in 3.3.

4.1 EXPERIMENTAL SETUP AND
RESULTS

In this study, we selected 2ch [8] for the
computer experiments because it is one of the largest
BBSs in Japan and its BBS topics are categorized
well (Top — Category — Board — Thread). First,
we selected five boards: Math, Physics, Literature,
Beauty (topics about cosmetics), and Jobs (topics
about employment). We only focus on nouns when
analyzing target words. Replying of chatterbot is
generated by algorithm shown in 3.5.

Table 1 shows the top 10 most frequently used
words on each board. Table 2 shows the distance
between each pair of boards.

To investigate the effects of applying BBS
information to determine user interests, we
conducted the following questionnaire survey of
users. Specifically, we evaluated the extent to which
the conversational quality of the proposed chatterbot
improved. The procedure for the experiment is
presented below. We set the number of user inputs
of each trial to 10 times.

BBS Experiment

1. The target user converses with the original
chatterbot freely without BBS Information.

2. The target user then selects one board of
interest. In this step, we set n=1 in replying
algorithm in 3.5 and set selected board as S ;.

3. We adjust the chatterbot settings to use
sentences from the board selected in Step 2.

4. The target user converses with the chatterbot
that is using board information.

5. Repeat Step 1 — Step 4 five times and count
the number of trials that user could be
satisfied the chatterbot outputs from the view
point of their interests in conversations of
Step 1 and Step 4.

The results of the questionnaire survey are shown
in Table 3, where the words after user name (Math,
Fashion, TV Game) were user’s interests. n/5
represents that user could be satisfied chatterbot
outputs z times in 5 trials of BBS Experiment.

Table 3. Evaluation of chatterbots before and after
utilization of BBS information

Table 1. Top 10 words on each board (y = 0.6)

No BBS Info | Use BBS Info
Userl(Math) 1/5 5/5
User2(Fashion) 2/5 4/5
User3(TV Game) 2/5 4/5

Mathematics| Physics |Literature| Beauty Jobs
mathematics time smile face informal
decision
proof existence novel male company
book physics work of | female enterprise
art
definition light book eye work
1 universe | novelist | hair interview
number [understanding] literature | skin university
lunderstanding| explanation love love age
case human human | nose activity
existence earth Japan |beautiful recruit
you case age effect day

INote: Japanese results translated into English.

Table 2. Distance between boards in 2ch BBS (y = 0.6)

Math | Physics | Literature | Beauty [Jobs| Norm

Math 0 0.87 1.04 1.18 [1.12]26975.91
Physics | 0.87 0 1.02 1.17 [1.13]28850.04
Literature | 1.04 | 1.02 0 1.03 [1.06|37687.74
Beauty |1.18] 1.17 1.03 0 1.10]34642.16
Jobs 1.12| 1.13 1.06 1.10 | 0 [31950.71

INote: rounded to two decimal places

4.2 DISCUSSION

The results shown in Table 2 indicate that the
distance between Math and Physics is smaller than
the distance between Math and Beauty. Since Math
and Physics have several top 10 words in common in
Table 1, it is natural that the distance between Math
and Physics is small. On the other hand, since Math
and Beauty have no words in common in Table 1 the
distance between Math and Beauty is large. The
results in Table 1 and Table 2 are reasonable, and
appropriate values were obtained by checking the
similarity of the different boards.

Table 3 shows that utilizing board information is
effective for satisfying the user’s interests.

5. ESTIMATING CURRENT USER
INTERESTS

We proposed method and showed effectiveness
of Approachl in 3.3 by Experiment 1 shown in
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section 4. However, Approach2 in 3.3 is more
important for chatterbot system.

In this section, we proposed method of estimating
user interests automatically by user's conversational
log as Approach2 in 3.3.

Generally, user interests are changing during
conversation. If the chatterbot uses all logs equality,
it is difficult to estimate current topics. To solve this
problem, we propose the following method which
estimate current user’s interests by emphasizing the
current user input.

The proposed chatterbot has a user a’s interest

vector ¢ which represents user’s internal state. Each

vector element of ¢ (0 <ca/< 1) relates to category j
of stored BBS board information. If the degree of
user interests in related board is maximum, the value
of vector element becomes 1. On the other hand, use
has no interest in that board, the value becomes 0.
The proposed chatterbot tries to answer based on

the topic of board of larger ca/. However, ¢ is made
by all logs, there is problem that the proposed
chatterbot fails to understand current topics. To
avoid this, the proposed chatterbot decides the topic
of answer as follows:

We define the latest input in time step 7 as Sr
Old inputs are represented by S Sy S We

also define the changing topic vector o, as follows:
T

W) =f1Nl—R/' ()

where N; is the frequency of word ; in S; and R/; is
the frequency word 7 in board ;.

Next, the topic vector #* which i-th element
represents the current significance of board i is
defined.

We set the default value of all elements of #* to 0.
The proposed chatterbot calculates #* as follows
whenever the proposed chatterbot obtains the newest
input Sr.

T
=377y, b))
i=l

where y, 0 = y = 1, is the discount rate. As y
decreases, the influence of past inputs decreases. We

define normalized unit vector of #* as £° 7.

Since we assume that user interests are constant
in short term, we consider that the weight of past
inputs and that of current inputs are the same.

Therefore ¢ is obtained by #*,- | for y = 1 as
follows:

T ~

a a _%a

r=l " 4 10ST—i+1 €= t7=1 3)
=

The proposed chatterbot decides the board to use

by referring to ¢“ and 7. We define board deciding
vector b as follows:

b=nc +(1-7)t* (4)

where 0 < #< 1. The proposed chatterbot selects
board i in proportion to b;.

6. COMPUTER EXPERIMENT 2
6.1 EXPERIMENT 2-1

To evaluate the algorithm for estimating user's
in-terest, we did a statistical experiment using texts
of boards from 2ch which are already categorized.

In this section, we performed computer
experiments in order to confirm our method of
estimating user's interest based on the distance of
boards shown in section 5.

To prepare the experiment, we applied the
follow-ing processing to 2ch data.

1. Combine continuous nouns into one word.

2. Remove stop-words from test data.

We would like to obtained statistical results, lots
of user inputs of a certain interests are required.

However, to get such a large data is difficult, we
utilized randomly selected sentences from a board of
2¢ch as pseudo user inputs. We regarded the category
of selected board as the interests of those inputs.

6.1.1. SETTING OF EXPERIMENT

1. Select 3 boards "Math", "Physics"
"Beauty" from 2ch for target boards.
2. The experiment is carried out in following 3
combination of board A and board B.
3. These 3 patterns are selected based on the
result of Table 2.
(a) board A: Math, board B: Physics
The example of distance between boards
is small.
(b) board A: Math, board B: Beauty
The example of distance between boards
is large.
(c) board A: Beauty, board B: Math
Same pairs of boards as (b), but
board A and B is opposite order.

and
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4. Top 10,000 frequent words of board A and
board B on Jun. 23rd, 2009 are defined as the
group of words for estimating user interest.
These words are the same as words obtained
in experiment 1 in section 4.

5. Text data of board A and board B posted from
Nov. 10th, 2012 to Nov. 16th, 2012 were
separated into sentences and put each boards’
sentences into U, and Ug respectively. Those
sentences are used as pseudo user inputs in the
following experiment. We select n sentences
from U, and m sentences from Ug randomly.
In experiment, n sentences from U, are used
first and then m sentences from Ug are used
after finishing U, sentences. Finally, n + m
inputs are evaluated.

6. Each element of board define vector b in Eq.
(4) shows the level of interests of the
corresponding board. In this experiment,
board define vector has two elements
corresponding to board A and board B. The
variation of each element is observed in order
to check the tendency of 2ch boards and
definition of boards define vector.

Table 4 displays conditions of experiment. We
set n = 0.2. n is the parameter controlling the
sensitivity of latest input. 100 results of board define
vector of different random seeds are obtained.

Table 4. Experimental conditions

Number of sentences sampled { 10
from board A : n

Number of sentences sampled { 10
from board B : m

Number of sentences per log : n | 20

+m
Times 100
Coefficient 5 0.2
Discount rate y 0.2

To make the effectiveness of board define vector
b in Eq. (4) clear, we did a t-test(two-sided test)
every step between 100 trials of the first element of
b as interest level of board A and that of the second
element of b as interest level of board B.

6.1.2. CONSIDERATION AND RESULTS

In this section, the x-axis shows the input step
and the y-axis shows the average of b element in 100
trials. First element of b represents the interest level
of board A and Second element of b represents that
of board B. In Figs.1-3, the source of pseudo input is
changed from U, sentences to Ug sentences on input
step 11. Figs. 1-3 show the variation of level of
interests of board A and that of board B are shown
as 2 lines.

" Math' ——
09 Physics ----%--- |

08 |
0.7
06 |
o5t f x7
04l |/
03 | |f
02}

average of the point of board deciding vector

0.1 ff

0123456 78 91011121314151617 1819 20
the number of inputs
Fig. 1 — Experiment 2-1 (a)
(board A: Math, board B:Physics)

"Math' ——

09 Beauty ¥ |
XK

0.8 W B, TSRO S

0.7 + X

0.6 *

05
04
03 |
02 H *

average of the point of board deciding vector

0.1

0 1 23 456789 101012131415161715 1920
the number of inputs
Fig. 2 — Experiment 2-1 (b)
(board A: Math, board B: Beauty)

" Math ——
09 L Beauty =¥ |

average of the point of board deciding vector

00 ‘1 ‘2 ‘3 ‘4 g g ‘7 ‘8 ‘9 ]‘0 1‘1 1‘2 ]‘3 ]‘4 1‘5 1‘6 ]‘7 1‘8 1‘9 20
the number of inputs
Fig. 3 — Experiment 2-1 (c)
(board A: Beauty, board B: Math)

(a) Math-Physics

Fig.1 shows the results of experiment 2-1 (a).

From input step 7 to input step 10, there exists
significant difference at the significance level 1%.

Value of interest level of board A gradually
increases from step 1 to step 10. On the other hand,
from step 1 to step 6 and step 11 to step 20, there
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was no significant difference. Value of interest level
of board B is increasing after input step 11.

(b) Math-Beauty

Fig.2 shows the results of experiment 2-1 (b).

From step 1 to step 10 and from step 14 to 20,
there exist significant difference at the significance
level 1%. In experiment 2-1 (a), significant
difference is observed only 4 input steps 7, 8, 9 and
10, while significant difference is observed 17 input
steps in experiment 2-1 (b). The difference between
interests level of board A and that of board B of
Fig. 2 is larger than that of Fig. 1.

This is because difference between math and
beauty is larger than difference between math and
physics. This result is reasonable because of result of
Table 2 which shows the distance between math and
beauty is larger than the distance between math and
physics. The result of Table 1 also supports this
results.

(c) Beauty-Math

Fig.3 shows the results of experiment 2-1 (c). In
experiment 2-1 (b), first 10 inputs are selected from
"Math" board next inputs are selected from
"Beauty", while “Math” and “Beauty” is opposite
order in experiment 2-1 (¢). From step 1 to step 10
and from step 13 to step 20, there exists significant
difference at the significance level 1%. This result is
the almost same as result in experiment 2-1 (b).
Comparison result between Fig.1 and Fig.3 is similar
that of Fig.1 and Fig.2, so the result is not affected
by order of “Math” and "Beauty". This result show
the maximum element of board define vector b
represents user interests well.

6.2 EXPERIMENT 2-2

There exists small difference between the graph
shape of Fig.2 and Fig.3. This is because the
meaning of inputing “Math” sentences and “Beauty”
sentences are different.

The results of experiment 2-1(b) and 2-1(c) show
that the difference between values of interest level of
“Math” and that of “Beauty” become large when
input sentences is from "Math" board.

The increases of interest level of "Beauty" under
using "Math" input is smaller than that of "Math"
under using "Beauty" input.

We can make a following assumption by this
fact.

6.2.1 ASSUMPTION

In board math, there are lots of specific words
such as technical term. On the other hand, in beauty
board, there are not so specific words.

The ratio of specific words such as technical term
of “Math” board is larger than that of “Beauty”.

6.2.2 SETTING OF EXPERIMENT

To investigate above assumption, we performed
computer experiment under condition of setting # =
0,y=0,n=10, m =10 in order to compare "Math"
board and "Beauty" board on every step.

We checked error rate in following board setting:

(1) board A: Math, board B: Beauty

(2) board A: Beauty, board B: Math

Error rate of board A is the ratio of input steps
that the interest level of board B is higher than that
of board A even if input sentences are selected from
board A. We calculated the error rate by using
results of 100 trials in case of (1) and (2).

6.2.3 RESULTS

We obtained following results:

(1)Board A: Math, Board B: Beauty(using same
sentences in experiment 2-1(b) )
Error rate of "Math" : 126(12.6 %)
Error rate of "Beauty" : 173(17.3 %)

(2)Board A: Beauty, Board B: Math(using same
sentences in experiment 2-1(c))
Error rate of “Math” : 123(12.3 %)
Error rate of “Beauty” : 183(18. 3 %)
The error rate of “Beauty” is always higher than
that of “Math”.
This results support that our assumption is true.
We may utilize this error rate for reliability of
category of user interests. Lower error rate
categories have high reliability in detecting user
interests.

7. APPLICATION

We developed three types of applications for the
proposed chatterbot. Since our chatterbot engine is
independent part, we can easily apply the proposed
chatterbot to other applications.

7.1 STANDALONE APPLICATION

This is a local application with a GUI [7].
Although it is possible to obtain Web information
from Wikipedia or a BBS simultaneously via a
network, this application also can be executed
without a network by using a local dictionary. The
GUI handles displaying characters, obtaining user
input and printing responses of the chatterbot. Fig. 4
shows the look of our standalone chatterbot.
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Agent Reply Part Agent Reply Part
- Talka / ][=)] %

Hello!
What's your name?

Chatterbot:

User: |

] Math [ | Tennis

Character: | mire | ¥ | Accuracy: —D: | Set Topic :

User Input Part

Fig. 4 — GUI of standalone chatterbot

Topics :

7.2 TWITTER BOT

Twitter is a popular social network based
communication service that enables its users to send,
receive and view short messages known as tweets.
Tweets are text-based posts of up to 140 characters
that are displayed on the author’s profile page and
delivered to the author’s subscribers, who are known
as followers. We applied the proposed chatterbot as
a Twitter bot using the Java-based Twitter API
called Twitter4]. We have asked several testers to
try our chatterbot in Twitter, and obtained positive
opinions.

7.3 PICTGENT

We have proposed novel variation of our
chatterbot by introducing picture information called
“Picture Information Shared Conversation Agent”
(Pictgent) [11] which can share picture information
with user to create common topics of conversation
easily. Pictgent can be applied to the field of e-
Learning.

The advantage of Pictgent becomes obvious
when we apply it to education of children in single
age because lots of children are bored with chatting
by only text. Pictgent solves this problem by
showing picture and realizing conversation with
sympathy of user.

8. CONCLUSION

In this paper, we proposed the novel chatterbot
that estimates user interests and showed the
effectiveness and generality of interest vectors of
proposed chatterbot.

The results of computer simulations taking
several BBS data represented that proposed interest
vectors can be applied for estimating general user
inputs and follow the topic change immediately. We
also showed the our proposed applications, such as

"Picture Information Shared Conversation Agent “
(Pictgent).

The following objectives will be studied in future
research.

1. Making interest vectors of various fields.

2. Introducing proposed estimating user interest
method into Pictgent.

3. Applying proposed chatterbot to human users.

4. Estimating not only user interests but user
emotions from user inputs.
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Abstract: Intrusion detection system is one of the essential security tools of modern information systems. Continuous
development of new types of attacks requires the development of intelligent approaches for intrusion detection capable
to detect newest attacks. We present recirculation neural network based approach which lets to detect previously
unseen attack types in real-time mode and to further correct recognition of this types. In this paper we use recirculation
neural networks as an anomaly detector as well as a misuse detector, ensemble of anomaly and misuse detectors, fusion
of several detectors for correct detection and recognition of attack types. The experiments held on both KDD 99 data

and real network traffic data show promising results.

Keywords: Intrusion detection, classification, artificial neural networks.

1. INTRODUCTION

An increasing role of network information
technologies in human activities leads to a rising
level of attention to such technologies from
evildoers. The average level of expenses of
legitimate wusers in case of successful attack
increases too. Every second organization has been
attacked during 2009-2010 years and 45% of them
were victims of targeted attacks [1]. The global
damage from computer attacks in 2011 is expected
to be higher than $250 billion [2].

In popular proprietary or open source intrusion
detection systems (IDS) mostly signature search and
rule-based analysis [3—6] is used. Its shortcoming is
the insufficient flexibility at detection of the
modified and unknown attacks. A large number of
methods for analyzing network activity by means of
various technologies of data mining exist.
Researchers widely use decision trees [7], Bayesian
networks [8], hidden Markov models [9], fuzzy logic
[10], artificial immune systems [11], support vector
machines [12] and other techniques.

One of the technologies with promising results
bases on the use of artificial neural networks
(ANNSs). ANNs have been declared alternatively to
components of the statistical analysis of systems of
anomaly detection. Neural networks have been
specially suggested to identify typical characteristics
of users of system and statistically significant

deviations from the established operating mode of
the user. Many different ANN architectures can be
used to detect and classify the intrusions.
Comparative studies [13—14] researchers conclude
that every architecture has its own advantages and
disadvantages but Adaptive Resonance Theory
(ART) networks and Multi-layer Perceptrons (MLP)
show better results most often. Recent researches try
to utilize classic NN architectures [15] or PCA
neural networks [16—17], to create hierarchical
ANN-based IDS [18-22], to combine different
ANNs with other approaches [23-24], incl. flow
traffic analysis [25].

Different approaches are compared using wide
known KDD’99 database [26] from processed
DARPA 1998 Intrusion detection evaluation
database. It contains more than 4 million records
describing TCP-connections. The given data base
includes normal connections and the attacks of 22
types belonging to four classes: DOS — «denial-of-
service» — refusal in service, for example, a Syn-
flood; U2R - not authorized access with root
privileges on the given system, for example, various
attacks of buffer overflow; R2L — not authorized
access from the remote system, for example,
password selection; Probe — analysis of the topology
of a network, services accessible to attack, carrying
out search of vulnerabilities on network hosts.

Table 1 shows that mentioned techniques show
good results as in detection of known attacks. But
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during the detection of new attacks the FNR and
FPR can raise up to 30-50% [24]. The quality of
attack class recognition is shown in Table 2. You
can see that ANN-based approaches operate better
than others.

Table 1. Best Results In Attack Detection

Approach FNR, % FPR, %
Flexible Neural Tree [17] 1,2 0,3
MLP [22] 5,8 0,8
Clasterisation[12] 7 10
K-NN [12] 9 8
SVM [12] 2 10

Table 2. Best Results In Attack Recognition

Approach dos, % probe, % r2l, % u2r, %
Gaussian classifier 82,4 90,2 9,6 22,8
K-NN 97,3 87,6 6,4 29,8
Decision Trees [18] 99,8 50,0 33,3 50,0
Bayesian Networks [18] 99,7 52,6 46,2 25,0
Flexible Neural Tree [17] 98,8 99,3 98,8 99,9
Fuzzy NN [19] 100,0 100,0 99,8 40,0
MLP [18] 99,9 48,1 93,2 83,3
RBF [20] 98,8 98,0 97,2 -
Hierarchy of PCA 100,0 100,0 97,2 -
Networks [21]

PCA Networks & SOM 99,0 75,2 77,0 -
[21]
Hierarchy of SOM [20] 96,9 81,3 0,0 1,1

Most of IDS techniques use only anomaly
detection or only misuse detection. The combination
of this approaches can show better results than the
systems using them separately. The goal of this
study is to build IDS capable to 1) detect and
recognize known attacks with the accuracy
comparable to the best shown above; 2) detect
previously unseen attacks with low false positive
and negative rates; 3) combine anomaly and misuse
detection in one technique.

In this paper the neural network based approach
to anomaly and misuse detection on the basis of the
analysis of the network traffic is described. The
algorithm of IDS functioning is discussed and the
building of working prototype is described.

The paper is organized as follows. The anomaly
detectors based on recircular neural networks
(RNNs) are described in the section 2. The misuse
detectors are described in the Section 3. The joint
functioning of anomaly and misuse detectors in one
ensemble is discussed in the Section 4. Section 5
presents the fusion classifier bsed on previously
discussed detectors. Test results of presented
approaches on KDD’99 dataset are presented in
Section 6. The structure of IDS prototype and its

testing on real data are presented in Section 7. The
conclusion is made in Section 8.

2. RNN-BASED ANOMALY DETECTORS

There are two technologies in intrusion detection:
anomaly detection and misuse detection. Their basic
difference consists that at use of the first the normal
behavior of the subject is known and deviations
from this behavior are searched while at use of the
second attacks which are searched and distinguished
among normal behavior. Both techniques eliminate
each other’s defects, owing to what the best results
of detection can be reached only applying them
simultaneously, within the limits of different IDS
subsystems or with use of the combined detection
methods.

It is proved [27], what the best results at
classification (even a question — «attack or not?» is
definition of an accessory to a class of attacks or a
class of normal connections; not speaking already
about definition of a class of attack) give classifiers
independent from each other. There are much more
abilities for construction of a cumulative estimation
of the general classifier at use of independent
detectors of the identical nature.

Recirculation neural networks (see Figure 1)
differ from others ANNs that on the input
information in the same kind is reconstructed on an
output. They are applied to compression and
restoration of the information (direct and return
distribution of the information in the networks «with
a narrow throaty), for definition of outliers on a
background of the general file of entrance data.

Fig. 1 - 3-layered RNN Architecture

Nonlinear RNNs have shown good results as the
detector of anomalies: training RNN is made on
normal connections so that input vectors on an
output were reconstructed in themselves, thus the
connection is more similar on normal, the less
reconstruction error is:

k -k kN2
E :Z(Xj_X_/) > (1)
J
k —k

where ~ / — j-th element of k-th input vector, X _

j-th element k-th output vector. Whether £ ST ,
where T — certain threshold for given RNN
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connection admits anomaly, or attack, differently —
normal connection (see Figure 2). Thus there is a
problem of a threshold T value determination,
providing the most qualitative detection of abnormal
connections. It is possible to get threshold value
minimizing the sum of false positive (FP) and false
negative (FN) errors, basing on cost characteristics
of the given errors — FN error seems to be more
expensive, than FP error, and its cost should be
higher.

E attack
attack

attack
attack

threshold
T

Fig. 2 - RNN-based anomaly detection

3. RNN-BASED MISUSE DETECTORS

The described technique of definition of an input
vector accessory to one of two classes — "normal" or
"attacks", that is "not-normal" — it is possible to use
in opposite way. If at training the detector of
anomalies we used normal vectors which were
restored in itself, and the conclusion about their
accessory to a class "normal" was made, training the
detector on vectors-attacks which should be restored
in itself, it is possible to do a conclusion about their
accessory to a class of "attack". Thus, if during
functioning of this detector the reconstruction error
(1) exceeds the certain threshold, given connection it
is possible to carry to a class "not-attacks", that is
normal connections. As training is conducted on
vectors-attacks the given approach realizes
technology of misuse detection, and its use together
with previous technique is righteous.

E

™ threshold

attack
attack attack

attack

Fig. 3 — RNN-based misuse detection

Thus, one RNN can be applied to definition of an
accessory of input vector to one of two classes — to
on what it was trained or to the second class, to
which outliers correspond.

4. ENSEMBLE OF RNN-BASED
ANOMALY AND MISUSE DETECTORS

As it was mentioned above anomaly detectors
can function with high False Positive Rate while the
misuse detectors can skip targets not belonging to
training database. The use of two approaches within
one system helps to avoid the disadvantages of each
technology without losing their dignity. This will
reduce I-type and Il-type errors increasing accuracy
of prediction.

If anomaly and misuse detectors base on different
approaches then the problem of the complexity of
final decision exists. The biggest problem in such
approach is to make decision when the attack was
detected only by one detector.

Ensemble made of two RNN-based detectors —
anomaly detector and misuse detector described
above — lets to analyze not only binary vectors of
their decisions but to construct the decision basing
on their output data. In the terms of RNN-based
detectors it means that we can compare
reconstruction errors of anomaly and misuse
detectors (see Figure 4):

Xedy, ecru E, <E,,

@)
Xed,, ecu E,>FE,,

where £, — reconstruction error on the anomaly
detector, E3 — reconstruction error on the misuse
detector, Ay — normal connections (negative), Ap —
attacks (positive).

E attack

attack
attack
attack

l:l - Reconstruction error on the anomaly detector
l:l - Reconstruction error on the misuse detector

Fig. 4 — RNN ensemble-based intrusion detection

This approach requires equal quantity of synaptic
connections in the detectors and equal MSE
achieved during the training phase. Opposite
reconstruction errors can become incomparable that
leads to decision making basing on the private
decisions of every detector.
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5. FUSION OF RNN-BASED
CLASSIFIERS

As it was told above the best classification results
can be achieved using several independent
classifiers of the identical nature because
construction of the general estimation from private
can be made by greater number of methods. We
shall unite the private detectors trained in the
previous section in one general.

The main idea of this approach is that every new
detector can be trained using the data samples not
recognized by the operating detectors. In such a way
general classifier can grow from one normal detector
to many parallel neural detectors (see Figure 5).

The result:
bcs —> NORMAL or
New attack

W

Network Traffic
— .
traffic preprocessing

Neuraacl detector
NORMAL

New detector
training

Training
dataset

%
==

Neuraacl detector
NORMAL

The result:
NORMAL,
TYPE1 or
New attack

Network Traffic
—> "
traffic preprocessing

Dcs

Neural detector
TYPE1

New detector
training

Training
dataset

%

Fig. 5 — General Classifier Generation

The general classifier consists from N private
detectors, each of which has a threshold 7. To make
estimation values comparable it is enough to scale
reconstruction error on a threshold to get the relative
reconstruction error:

5k_Eik
i T N

1

3)

Thus, than less 5;‘ is, the probability of accessory of

an input image X * to a class 4, is higher.

6. RNN-BASED APPROACH TESTING
ON KDD'99 DATASET

KDD’99 dataset [26] contains almost 5 million
connection records and only 20% of them represent
normal network traffic. As for the main test dataset
(“ALL”) we shall use 10%-sample of KDD
database. It contains 494020 connections including
attacks of 22 types.

For wvalidation of the possibility to detect

unknown attacks we shall add test dataset “ALL-
NEW” made of records from the KDD’99 testing
data set. It includes 32 types of attacks and normal
connections which are absent in the KDD’99
training dataset.

RNNs will be trained using layered training
method using training data sets described in Table 3.

Table 3. Datasets description

No. of
P N connection types
Dataset No. of No. of K No. of
attacks | normal attack
Total
types
Testing data sets
ALL 396743 97277 23 22
ALL-NEW 250436 60592 33 32
Training data sets
Normal connections 0 500 1 0
Attacks 4400 0 22 22

To train anomaly detectors on the normal traffic
500 random normal connections are selected as well
as to train misuse detectors — 200 random
connections for each attack type are selected.

The training and testing phases where made on
several 3-layer and 5-layer RNNs with different
count of neurons in hidden layer. Test results show
that the architecture of the neural networks does not
affect the accuracy of prediction almost. In the Table
4 the test results of the 3-layer RNNs with 41 input
and output neurons and 25 neurons in hidden layer
are shown.

Table 4. Attack detection results on the KDD dataset

| FPR,% | FNR, % | ACC, %
ALL data set
Anomaly 10,88 0,10 97,78
Misuse 0,10 2,73 97,79
Ensemble 0,03 1,83 98,52
ALL-NEW data set
Anomaly 7,43 19,56 82,80
Misuse 0,17 19,56 84,22
Ensemble 0,00 12,33 90,07

As it can be seen from the Table 4, (1) the RNN
ensemble-based approach detects attacks on
benchmark KDD dataset with high accuracy; (2)
ensemble performs better than every detector
separately; (3) ensemble can detect unknown
attacks.

Let’s test the ability of the fusion of RNN-based
classifiers to correctly detect and recognize attacks.
The results are shown in the Table 5.

The results show that 97% of attack can be
correctly recognized by the fusion of RNN detectors.
The accuracy of prediction of such an approach is
high enough.

386




Pavel Kachurka, Viadimir Golovko / Computing, 2012, Vol. 11, Issue 4, 383-390

Table 5. Results of attack detection and recognition by
RNN-fusion on the KDD dataset

FPR, % FNR, % ACC, % CR, %
12,50 0,01 97,53 97,41
dos, % probe, % r2l, % u2r, %
99,87 96,76 99,73 98,08

7. RNN-BASED IDS TESTING ON THE
REAL NETWORK DATA

Our IDS prototype is implemented for the
operating system GNU/Linux using open source
software BrolDS, mawk, bash, tee, gcc. For the
training and testing purposes we have conducted the
attacks of the following types: (1) tcpscan — the
attack of Probe class, scans the open ports of the
victim using TCP-connections; (2) synflood — DoS-
attack, tries to flood the victim with the SYN
packets of TCP connections; (3) udpflood — DoS-
attack, floods the victim with UDP packets. The
training datasets contain 500 collected connections
for each class.

Data Preprocessing. IDS receives a records of
all network connections formed with the help of Bro
IDS from host’s traffic. Bro is an open source
intrusion detection system which performs a
modified script for obtaining records of the
connections which include the following fields:
timestamp, duration of connection in seconds;
source’s and destination’s IP-address; name of the
service used; port numbers; the number of bytes
transferred; the result flag of the connection.

Bro consistently generates connection strings
which are piped to the pre-processing module (see
Figure 6). Further, the obtained connection lines are
handled consistently by several scripts in awk,
which form the records similar to KDD database
[26] records, encode categorical parameters and
normalize input data. The resulting row of numbers
is used as the input vector to RNN-based detectors.

61.674526 192.168.2.20 74.125.10.225 http 51450
80 tcp 989 20105 SF X ShADadfFR

)

61 tcp http 989 20105 SF0 001000111

\

61 120989 2010510001000111

\

0.85635375 0.50000109 0.78600832 0.95235664
0.98665665 0.50000109 0.0066928509 0.0066928509
0.0066928509 0.50000109 0.0066928509
0.0066928509 0.0066928509 0.50000109 0.50000109
0.50000109

Fig. 6 — Data Preprocessing

Neural Detectors’ Training. Each particular
detector is a nonlinear recirculation neural network
with one hidden layer. Learning algorithm and the
functioning of RNN is implemented in C and as a

result IDS has speed adequate to assess the
functioning of the prototype system in real time.

RNNs are trained using the method of layer-
learning. Then the initial threshold value for a
particular detector is set equal to the value at which
5% of the images of the training sample gives a
reconstruction error above the threshold. After this
threshold adjustment neural detector is able to
determine the membership of its class with up to
95% in real time mode.

Time and quality of training depends on the
number of images in the training set. Table 6 shows
the results of thresholds setting for the detectors of
the three classes when applied to the input detector
images of the training sample.

Table 6. Threshold Adjustment Results

Class Ai name DR;, % Threshold T;
Normal 94,6 0.819415
tepscan 94,8 0.835775
synflood 94,8 0.785963
Private Detectors Functioning and
Generation. Trained and configured neural

detectors calculate the relative reconstruction error
and conclude probability of belonging of the input
image to the class.

The result of the private detector is a string
containing a timestamp to identify a specific
connection; the name of the class, which is
responsible for this detector; the absolute error of
reconstruction of input images; the relative error of
reconstruction of the input image, which will be
used to decide to witch class image belongs. If the
relative error of reconstruction is greater than 1, then
the image is saved for possible future participation
in new detector training.

Table 7 shows the results of the analysis of three
classes by private detectors. Every connection was
fed to the detectors of two classes to which this
connection does not belong. The successful decision
in this case is result more than 1 on every detector. It
shows that this algorithm can be successfully used
for anomaly and unknown attack detection.

Table 7. Anomaly Detection Quality

Real / Predicted normal tcpscan synflood
normal 100,00% 31,00%
tepscan 98,20% 84,00%
synflood 99,40% 94,40%

At the beginning of its operation IDS has only
one source of data: normal network traffic. Neural
detector trained on this traffic begins to detect
anomalies in network connections. For example, all
tcpscan connections were correctly identified as an

387



Pavel Kachurka, Viadimir Golovko / Computing, 2012, Vol. 11, Issue 4, 383-390

anomaly (see Table 8), and saved for new detector
training like a training sample.

As seen from Table 5 quality of detection of
synflood images as anomalies at the normal-detector
is quite low — only 31%. But in the opposite
synflood- detector detects anomalies in normal
connections with an accuracy of 99.4%. By
combining these detectors into a single system in
accordance with Section 3, we can obtain a
significant increase in quality of recognition.

Nevertheless, we can conclude that the quality of
anomaly detection and therefore — detection of
unknown attacks by private normal-detector is high
enough.

In case none of detectors operating in the IDS
predicted input image as belonging to its class IDS
accumulates image for a training of new detector.

Attack Recognition. This module accumulates
the results of analysis of input image by all currently
functioning private detectors. It is worth noting that
the detectors operate in parallel mode. If all the
relative errors are greater than 1 it is concluded that
the connection may not belong to either of these
classes. Mode of recognition of a new class can be
turned off and then even among relative errors
greater than 1 the smallest one will be chosen.

Table 8 and 9 show the quality of attack detection
and recognition on the training datasets and in the
real-time testing.

Table 8. Attack Detection and Recognition on the
Training Datasets

W/out new class gen. With new class gen.
FNe% | FNu% | FP% | FNg% | FNu% | FP%
normal 040 | 87,60 | 1,60 0,00 | 63,00 | 240
tcpscan
normal 0,00 | 90,80 | 0,60 0,00 0,00 | 40,20
synflood
normal
synflood 0,04 1,80 0,00 8,60
tcpscan

Table 9 Attack Detection and Recognition in Real-

Time Mode
W/out new class gen. With new class gen.

FN«% | FNu% | FP% | FN% | FNu% | FP%
normal 7,68 1,22
normal 0,20 100,0 | 0,98 0,28 10,70 | 122
tcpscan
normal 1472 | 3332 | 073 4,72 0,10 7,82
synflood
normal
synflood | 1,09 | 4844 1,22 1,09 0,01 8,81
tcpscan

8. CONCLUSION

The results of experiments presented in Section 6
and Section 7 let us to make the following
conclusions.

RNN-based anomaly and misuse detectors
separately perform with good accuracy but the best

accuracy can be achieved when used both of them.
The use of RNN-based ensemble of anomaly and
misuse detector allows to detect known attacks with
superior accuracy 98% and to detect previously
unseen attaks with good accuracy 90%.

The fusion of RNN-based classifiers is the
evolution of the ensemble. Fusion classifier allows
not only to detect but also to recognize the attack.
Like an ensemble it can detect and recognize
network intrusions previously seen in the training
dataset (see Figure 7) and totally unknown and the
quality of recognition is high enough. Unlike an
ensemble where the decision is made by the absolute
reconstruction error in the fusion classifier decision
is made by the relative reconstruction error. It allows
to tune classifier’s accuracy using methods of
threshold selection.
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Fig. 7— ROC of Known Attack Detection Using RNN-
based Ensemble

Tests on the real network data prove that this
technique can be used for building real-time
intrusion detection systems. The main promising
result of presented technique is that both anomaly
and misuse detection simultaneously can
successfully detect known and previously unseen
network intrusions.
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Abstract: We consider the problem of text processing (classification problem) using the modification of the
probabilistic neural network proposed by D. Specht. Since classes often overlap during texts processing, there were
introduced the modification that implements a procedure of fuzzy inference. For this into the network were introduced
two additional layers. The results of the outputs of the network are levels of belonging each text document to each of the

possible classes.

Keywords: Text document processing, probabilistic neuro-fuzzy network, multilayer architecture.

1. INTRODUCTION

Data classification is key problem of data mining,
and solving this problem is important for effective
knowledge accumulation on the basis of
observational analysis. One of the popular
techniques of data classification is the probabilistic
neural network (PNN) proposed by
D.F. Specht [1,2]. This network is effectively
applied to wvarious problems of classification,
diagnosis, pattern recognition etc. [3-5]. However,
the conventional PNN solves the classification
problem according to the traditional “crisp”
approach when every observation is assigned to only
one class. But in practice the problems with
overlapping classes are common, when the classified
observations can belong to several classes
simultaneously with certain degrees of membership.
To solve such problems the methods based on the
fuzzy approach to clustering, classification and
pattern recognition are used [6,7].

The fuzzy situations often arise in text document
processing task. Such a process is called semantic
metadata processing [9] and consists of three main
components: ontology, text corpus, and the method
of constructing a classifier for text mining.

There is a set of standard solutions that are
proposed to describe the metadata and to generate
semantic annotations, such as the standard Dublin
Core [10]. However, given a sets of tags for
describing text documents do not reflect the
information that may be relevant to the current

ontology and often contain only general information.
It should be noted that the creation of semantic
annotations manually is quite time consuming and
requires large costs. This has led to the development
of methods for semi-automatic text processing,
which in turn has several disadvantages, such as
using templates or a priori defined rules. Therefore,
the actual task is to develop models and methods for
on-line semantic annotation of text documents.

2. PROBLEM STATEMENT

The process of text processing can be regarded as
a classification problem, and the automation can be
achieved by applying different data mining
technique. The main challenge in this case is to build
a classifier based on an ontology O and the reference
data sample X for the text object projection on the
domain ontology. In this case “projection” should
understand as the assignment of a text object to the
ontological class as an instance of this concept.

It should be observed that artificial neural
networks (ANN) have good reputation in the present
modern developments using intelligent technologies,
so it seems appropriate to use the neural network
approach for semantic annotation of text documents
[11-14]. In addition, the using of ANN makes it
possible to build a classifier, regardless of the
semantic annotation level (the level of words,
sentences, paragraphs, documents) for the formation
of the text documents’ metadata. In this case, it is
allowed to use different ways of presenting the
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original text data in vector space of attributes that
are not reflected in the quality of data processing.
The formal representation of semantic annotation
of text documents can be obtained from the
standpoint of the classification problem as follows.
For the given domain ontology O the set of the
concepts (classes) are defined as

C =(c(1),¢(2),...,¢(N,)), where c(i) - i-th

concept from O. The set of text objects for the
concerned text corpus are represented as

X =(X(1),X(2),... X(]),-.., X(N,)), where X(]J) —
J -th text object presented in the vector form as a set
of relevant features, N, and N, — number of

ontological concepts (classes) and the power of the
original text objects sample respectively.

Then the semantic annotation — labeling or the set
of metadata for considered text document — on the
basis of the given ontology will be defined as
L =A{l, |3Cj eC Al =Cj} where L — the unique

set for each text document, consisting of concepts
(classes) of the domain ontology, obtained by
projections of textual objects belonging to each
document to a given ontology using techniques
based on ANN. It should be pointed out that under
this approach does not exclude membership of one
text object X(K) to several classes (fuzzy situation),

namely, the output of the classifier is determined by
the membership to each given class of ontology O
for input pattern. It is possible to include an object to
a number of potentially possible concepts of the
ontology by setting a threshold that is determined
based on the membership difference. The received
labeling can then be presented in tabular form for the
formation of RDF-descriptions and its further using
by various software tools.

3. MODIFIED PROBABILISTIC NEURO-
FUZZY NETWORK

In the general case the probabilistic neural
networks which solve the problem of Bayesian
classification [15] via the recovery of unknown
probability distributions by means of the Parzen
kernels [15,16], belong to the feed forward
architectures and are closely related to the radial-
basis function networks [17] and generalized
regression neural networks [18].

The modified probabilistic neuro-fuzzy network
(MPNFN) has three-layer structure shown in Fig. 1
and is the modification of neuro-fuzzy systems
introduced in [19,20].

The source information for the synthesis of
network is the training set of patterns formed as a
“packet” of n-dimensional vectors

X(1),..., X(1),.... X(N ), X(N +1),.... X(N + M),

X(1) = (X (])ses % ([)ses X, (}))" . The order of
patterns in the packet is not significant. It is assumed
that the crisp classification (the membership to one
of m clusters) is known for each of the training
patterns X(j), and the representatives of all the
possible clusters must be present in the dataset. That
is, if NI observations from the training set belong

to the | -th class, then

m N, = N. 1)

1=1

The input layer (number () receives an n-
dimensional vector patterns X(K), kK >N +M that

are transferred to the hidden layers for further
processing.

The first hidden layer (the prototype layer)
contains N neurons with the bell-shaped (usually
Gaussian) activation functions and their synaptic
weights are determined by the components of the
training patterns, i.e.

Wy =X (J), ()

...N, j=1,2,...,N, orin a vector form

© . o
WN,n m.N,,

1st hidden layer,
N neurons

Input layer,
n inputs

2nd hidden layer,
(m+1) elements

Output layer,
m dividers

Fig. 1 — Modified probabilistic neuro-fuzzy
network

For the convenience of notation, all the neurons
in the prototype layer are divided into M groups

with NI nodes in each, corresponding to its class.
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The vector of weights of the P -th neuron in the |-

th group will be denoted as W , =W, ,
I=L2,...,m p=L2,..,N,.

It is obvious that the training of the synaptic
weights in this case is reduced to their one-time
setting that is very simple.

When the vector X(K) is fed to the 0O-th layer the

neurons of the 1-st layer produce the signals

0y (K) =, ,(x(k),0) =

o[ @
20} ’
I=1...,m;p=1.,N;k>N+M, (where of

is the width parameter of the activation function).
If all the input vectors are pre-normalized so that

||X|| =1, the expression (4) assumes the following

simple form
1= (ow,,
of'}(K) = exp|—————2 | (3)
|
It is also obvious that HW' n H =1.
Since it holds
—1<x (Kw , <1, (6)

the outputs of the neurons of the first layer can vary
only within the interval

exp(—20,%) <o} <1 (7)

as is shown in Fig. 2.

r—«{fjl BXP(_ZU; 2 )

= 1
Fig. 2 — Activation function of neurons in the
first layer

»
Lt

At the level of the first layer it is also possible to
determine the diameters of the classes formed by the
training data as

D! = max [, —wi, H2 =

p,q=L,...,N,

= max 20—w ,w,), ®)

p,q=L,...,N,

0< D, = \/max 2(1—w w, ) <2,

and to roughly estimate how much the overlap.

The second hidden layer is formed by m-+1
elementary summing units with first m of them
receiving the outputs of the prototype layer so that

N,
of(k)="> "ol (k), )
p=1

And the output of the (M-+1)-th summing unit
calculates the total sum

ol (k)= ZZO. L(K).

=1 p=1

(10)

It can be readily seen that the sums (9) are Parzen
approximations [5,6] of the unknown data
distributions in the classes.

Finally the output of normalization layer formed
by m dividers calculates the vector of degrees of

membership Y(K) = (Y,(K),..., y,(K),..., ¥, (K))" of

the processed observation as

[2]
0<y.(k)— <1Zy.(k)—1 (11)

Z

It is easy to see that the described network is a
combination of the probabilistic and generalized
regression neural networks and is capable of data
classification on the basis of fuzzy decision on
membership of a particular observation to a certain
class.

It is also evident that the first two layers of this
network are essentially a standard radial basis

function architecture with fixed synaptic weights
WlTBF =1 and centers CRBF w;.
width

significantly affect the

Undetermined are cluster

which

classification accuracy and are usually chosen
empirically [5].
Therefore it is advisable to introduce the learning
capabilities into the proposed network.
The learning algorithm adjusts

parameters 0|2 to

only the
parameters 0,2

the width

provide more accurate

approximation of the data belonging to the | -th class
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from the observations X(u),
U=N+1,..,N+ M in the training set and their

crisp classification d(U).

4. LEARNING ALGORITHM

Let introduce the one-step learning criterion
(error function)

E(u)zzijhw):; (12)
(where e(u) = (g (),....e, (U),...,e. (U)",
Eh(u):%eﬂu):%(dh(u)—yh(u>)2, d, (u)

the training signal equal to 1 if the vector X(U),
U—N+1,...,N+M belongs to the h-th class and

0 otherwise). The derivative of the error function
with respect to the tunable parameters will be

EW _ 1) (u)iao. {0}
8G|2 I [zl(u) 80| 13
DELW) oy Jul) S O0W)
=1,
| 80|2 & ) (U)Z do,’
or
OE, (u u)—=o ool (u)
(2)_h()Yh([2]) hlz o)
do, ol(u) 45 9o (14)
h=1,2,...m
{1, if h=1,
where 0, = :
0, otherwise.
It can be readily seen that
PEW) 1 iaoﬁ‘,l(U)
do*  ofN W) 9o/’ (15)

m
D (Y (U) =8, )6, (W),
h=1
and since for the Gaussian membership function

ool [xw—w, [
ol o}
[xw) —wi |

20,

(16)

.eXp —

b

the expression (15) can be rewritten in the form

aan(lj) 2% 01 Z(yh(u) 8,0)8, (U)-

2 (7
N, 2 X(U)—WI’
S exp ”2—”

Minimizing (12) with the gradient-based
procedure
N OEW)
o’ (q+1)=0,"(u)—n(u) 552 (9
|

we can finally write the learning algorithm of the
probabilistic neuro-fuzzy network

2 2 _ 1 .
0@+ ) =0 W) =N

.ZHX(U) w, [ exp| - HX(E; wo| "
-i(th)—ah.)eh(u),

or taking into account (5)
0|2(Q+1)=0.2(u)—n(u)m.
ZHI—X W exp| - i. ((t))w'p 20)

'Z(yh (U) — by e, (u),

where 1(U) is the scalar learning rate parameter.
When the learning is finished the values
of(N+M+1), I=12,..,m are
estimates of the activation function parameters (4),
(5) in  the classification =~ of  objects
X(k), k >N + M with unknown membership.

used as

5. THE RESULTS OF EXPERIMENT

The processing semantic annotation procedure
for text documents, which is based on MPNFN, was
tested on sample texts belonging to different
ontological classes (50 features, 100 objects). The
initial data was considered as a corpus “20
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Newsgroups DataSet” (comp.graphics, comp.os.ms-
windows.misc, comp.sys.ibm.pc.hardware classes),
and text information is treated from highly
specialized subject area. Initial taxonomy (ontology)
for “20 Newsgroups DataSet” is considered on
Fig. 3.

comp.graphics

comp.os.ms-windows.misc

comp.sys.ibm.pc.hardware

comp.sys.mac.hardware

comp.windows.xrec.autos

rec.motorcycles

rec.sport.baseball

rec.sport.hockeysci.crypt

sci.electronics

sci.med

sci.spacemisc. forsaletalk.politics.misc

talk.politics.guns

talk.politics.mideasttalk.religion.misc

alt.atheism

soc.religion.christian

Fig. 3 — Initial taxonomy for “20 Newsgroups DataSet”

Converting text corpus in the vector space based
on statistical evaluation of TF-IDF using WordNet
2.0 (for the attributes formation was considered only
nouns, stop words were removed). The experiment
was considered, first of all, to estimate quality of
MPNFN processing [13]. Table 1 shows the results
of the processing. It is indicated for an input text
object that the operation generates a set of the

<l-- httpz/www semanticweb,org/ontologies/201 1/4/Ontology 1304393614763 owli Document 101 59-->

<owl:Namedindividual rdfiabour"htep:/fwww semanticweb org/ontologies/ 201 1/4/
Ontology 1304595614763, owl# Document 10159"=
<rdfitype rdf:resource"http/fwww, semanticweb.org/ontologies/ 200 1/4/
Ontology 1304395614763 owl#Document”/=
=determs:title xml:lang~"en-US
<dcterms:publisher rdf:resource
=determs:modified=2010-05-15
<creation_date rdfidatatype"&
<from rdf:datatype~"& xsd;strin;
<organization rdf:datatype-"&x;
<X-Newsreader rdf resource="h
Ontology 1304595614765, owl#TIN.
<helongs_to rdfiresource "htp:/fwww semanticweb,orglontologies/2011/4/
Ontology 1304395614763, 0w#CP 101591 ">
<helangs_to rdfiresource= "http:/‘www.semanticweb,org/ontologies/ 201 1/4/
Ontology 1304395614765 owRHCP10159_2"=
<helongs_to rdfiresource~ "http://www.semanticweb.orglontologies/2011/4/
Ontology 1304595614763, 0wlzCP10159
<X-Newsreader rdf resource="hrtp:
Ontology 1304595614763 owl#TIN"/>
“Yowl:NamedIndividual >
<pwl:NamedIndividual rdf:abour"http://www semanticweh, org/ontologies/200 174/
Ontology 1304595614763, 0wHCP10159_1"=
<rdfitype rdf:resource="http:/fwww semanticweb.org/ontologies/ 200 1/4/
Ontology1 304595614763, ow [#ComplexProbability
<probability rdfidatatype"&xsd;double"=>0,02427</probability>
<class_label rdfiresource= "htip:/'www,semanticweb,org/ontologies/ 201 1/4/
1304595614763, owl#comp.graphics™/=
<fowl:NamedIndividual>
<owl:NamedIndividual rdf:aboue"http:/www semanticweh.org/ontologies/ 201 1/4/
Ontology1 304595614763, 0wHCP10159_2">
<rdfitype rdf:resource"http/fwww semanticweb.org/ontologies/ 200 1/4/
Ontology 1304395614763, 0w #ComplexProbabilit
<probability rdf:datatype-"&xsd:double"=0,95577</probability=>
<class_label rdfiresource~ "http://www semanticweb.orglontologies/2011/4/
Ontology 1304595614765, owl#comp.os. ms-windows. misc"/>
<fowl:NamedIndividual >

W W orkgroups server goes deaf=/dcterms:title>

cterms:modified=

sdateTime">2003-03- 1 8</creation_date>
:munnari, OZ, AL {Taso Hatzi)=/from>
Comp Sci, Univ Melbourne, AlU</organization>
semanticweb.org/ontologies/2011/4/

ww,semanticweb.org/ontologies/2011/4/

Fig. 4 — Example of text document semantic
annotation

6. SUMMARY

In this paper a method for semantic annotation

membership values to several classes, which are
considered as classes of domain ontology.

Table 1. Examples of the program work

Input Membership values to each classes
text comp.graph comp.0s.ms comp.sys.ib
object i(':s windows.m m.pc.
number isc hardware
10157 0,99964 0,00010032 | 0,00025828
10158 0,67091 0,094663 0,23443
10159 0,02427 0,95577 0,019964
10160 0,092507 0,88085 0,02664
10161 0,32385 0,62807 0,048079
10162 0,13043 0,84376 0,025803
10163 0,061536 0,91668 0,021786
10164 0,25684 0,37909 0,36406
10165 0,10571 0,033676 0,86061
10166 0,0044423 | 0,00086429 | 0,99469
Thus it becomes possible to get semantic
annotations on the basis of proposed method.

Example of the semantic annotation for the text
document Ne 10159 from the “20 Newsgroups
DataSet” is shown in Fig. 4. In this case semantic
annotation includes some tags from Dublin Core
(title, author) and the other obtained by modified
probabilistic neural network.

based

on modified probabilistic neuro-fuzzy

network, which is a hybrid of the probabilistic neural
network, a general regression neural network and
neuro-fuzzy systems is described. Due to this, it
becomes possible to determine the memberships for

an

incoming text object to each of the potentially

possible classes of ontology. This method provides
the ability to process information as it becomes
available in sequential on-line mode, characterized

by

simplicity of implementation and speed of

information processing.
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Dorian Gorgan, Victor Bacu, Danut Mihon, Denisa Rodila, Teodor Stefanut, Karim Abbaspour, Pierluigi
Cau, Gregory Giuliani, Nicolas Ray, Anthony Lehmann
SPATIAL DATA PROCESSING TOOLS AND APPLICATIONS FOR BLACK SEA CATCHMENT
REGION

The enviroGRIDS project has developed and provides through the BSC-OS portal a set of tools,
applications and platforms concerning with the processing of huge spatial data for the Black Sea catchment
region. The paper highlights the main issues of interoperability between Geospatial and Grid infrastructures,
and between different platforms supporting the Earth Science oriented tools and applications. The BSC-OS
portal provides end user applications for spatial data management, hydrological model calibration,
environmental scenario development and execution, workflow based satellite image processing, data
reporting and scenarios visualization, and development of Earth Science oriented training materials.

Yuriy P. Kondratenko, Sylvia B. Encheva, levgen V. Sidenko
SYNTHESIS OF MODULAR-STRUCTURED SYSTEMS FOR AUTOMATIZATION OF DECISION-
MAKING PROCESSES IN TRANSPORT LOGISTICS

The ranging analysis of transport logistics problems and decision-making methods were held in the paper.
The problems, which are represented as subsystems of DSS (Decision Support System) module type, were
considered. One of which, in particular, evaluation of the quality of transport services to select cargo
shipping company, was considered in details.

Tomasz Owczarek
COMPETITION BETWEEN HETEROGENEOUS AGENTS IN COMPLEX ENVIRONMENT

The article applies complexity theory to study heterogeneous organizations in an environment filled with
their competitors and complementors. An agent-based simulation model is used to analyze effects of
interactions in an environment with different level of complexity. Agents, differing in size and adaptability,
try to adapt to fitness landscape they are placed in (which is based on Kauffman’s NK model) in order to
increase their fitness level. Results of conducted simulations are presented and analyzed.

Ciprian Dobre, Ramiro Voicu, losif C. Legrand
MONALISA: A MONITORING FRAMEWORK FOR LARGE SCALE COMPUTING SYSTEMS

The MonALISA (Monitoring Agents in A Large Integrated Services Architecture) framework provides a
set of distributed services for monitoring, control, management and global optimization for large scale
distributed systems. It is based on an ensemble of autonomous, multi-threaded, agent-based subsystems
which are registered as dynamic services. They can be automatically discovered and used by other services
or clients. The distributed agents can collaborate and cooperate in performing a wide range of management,
control and global optimization tasks (such as network monitoring, resource accounting) using real time
monitoring information. MonALISA includes a coherent set of network management services to collect in
near real-time information about the network topology, the main data flows, traffic volume and the quality of
connectivity. A set of dedicated modules were developed in the MonALISA framework to periodically
perform network measurements tests between all sites. We developed global services to present in near real-
time the entire network topology used by a community. The time evolution of global network topology is
shown in a dedicated GUI. Changes in the global topology at this level occur quite frequently and even small
modifications in the connectivity map may significantly affect the network performance. The global
topology graphs are correlated with active end-to-end network performance measurements, done using the
Fast Data Transfer application, between all sites. Access to both real-time and historical data, as provided by
MonALISA, is also important for developing services able to predict the usage pattern, to aid in efficiently
allocating resources globally. For resource accounting, MonALISA collects information regarding the
amounts of resources consumed by the users, which represent virtual organizations in a large scale
distributed system. Besides providing statistical information, an accounting system can also be the base for
managing distributed resources upon an economic model. In the MonALISA monitoring framework we
developed modules that provide accounting facilities, collecting information from cluster managers like
Condor, PBS, LSF and SGE. The usage statistics is used for an intelligent management of the resources.
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Andrii Salnikov, Oleksandr Sudakov, Roman Levchenko, levgen Sliusar, Anton Savchenko
INTERACTIVE ENVIRONMENT FOR MASSIVE NEUROSCIENCE SIMULATIONS IN GRID

End-user oriented system for massive computations in grid is proposed and implemented. The system
provides support of user interfaces for input and output data staging, asynchronous jobs submission and
control, tasks status and results monitoring. The main system components include web-portal, authentication
components and jobs submitter that interact with grid infrastructure. The main advantages of described grid-
portal are flexibility in computations back-ends support and possibility to interactively handle thousands of
jobs. The proposed integrated environment was implemented in Ukrainian National Grid (UNG)
infrastructure for massive simulations of non-linear dynamics in neuroscience.

Miki Ueno, Naoki Mori, Keinosuke Matsumoto
NOVEL CHATTERBOT SYSTEM OF ESTIMATING CURRENT USER INTERESTS BY MEANS OF
WEB INFORMATION

Human like conversation systems are one of the most important target of computer engineering. To
achieve natural conversation, estimating current user interests is the essential issue. In this paper, we
proposed the novel chatterbot which can estimate current user interests by means of Web information to
solve above problem. In proposed chatterbot, interests are represented by interest vectors that were created
by Bulletin Board System (BBS) data. To show the effectiveness of the proposed method, the computational
experiments are carried out taking several BBS data as examples.

Pavel Kachurka, Vladimir Golovko
FUSION OF RECIRCULATION NEURAL NETWORKS FOR REAL-TIME NETWORK INTRUSION
DETECTION AND RECOGNITION

Intrusion detection system is one of the essential security tools of modern information systems.
Continuous development of new types of attacks requires the development of intelligent approaches for
intrusion detection capable to detect newest attacks. We present recirculation neural network based approach
which lets to detect previously unseen attack types in real-time mode and to further correct recognition of
this types. In this paper we use recirculation neural networks as an anomaly detector as well as a misuse
detector, ensemble of anomaly and misuse detectors, fusion of several detectors for correct detection and
recognition of attack types. The experiments held on both KDD’99 data and real network traffic data show
promising results.

Yevgeniy Bodyanskiy, Irina Pliss, Valentyna Volkova

MODIFIED PROBABILISTIC NEURO-FUZZY NETWORK FOR TEXT DOCUMENTS PROCESSING
We consider the problem of text processing (classification problem) using the modification of the

probabilistic neural network proposed by D. Specht. Since classes often overlap during texts processing,

there were introduced the modification that implements a procedure of fuzzy inference. For this into the

network were introduced two additional layers. The results of the outputs of the network are levels of

belonging each text document to each of the possible classes.
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Dorian Gorgan, Victor Bacu, Danut Mihon, Denisa Rodila, Teodor Stefanut, Karim Abbaspour, Pierluigi
Cau, Gregory Giuliani, Nicolas Ray, Anthony Lehmann
IHCTPYMEHTU 1 JOJATKH ITIPOCTOPOBOI OBPOBKU JIAHUX JIJ151 PETTOHY BOJO350PY
YOPHOI'O MOP#A

Y mpoekti enviroGRIDS po3pobieHo i 3a6e3medeHo (uepe3 mopran BSC-OS) mabip iHCTpYMEHTIB,
JOAaTKiB 1 matdopm, A 00poOKH BEMYE3HUX MPOCTOPOBUX JaHHUX B PerioHi Bomo30opy YopHoro Mopsi.
VY crarTi po3rIAgaroThCs OCHOBHI MUTAaHHS B3a€MOJIl MiX KapTorpadiYHUMU Ta IpiA-iHpacTpyKTypamH, a
TaKOXX MK pI3HUMH TUIaTGopMaMHu TIATPUMKH IHCTPYMEHTIB 1 JOIATKiB, OPiEHTOBAaHWX Ha HAYKY IIPO
3emmo. BSC-OS nopTan Hajae KiHIIEBUM KOpUCTyBadaM JOJATKH JJIsl YIIPABIiHHS IPOCTOPOBUMHU JaHUMH,
MOJIeNTi TiAPONOTIYHOTO KamiOpyBaHHS, €KOJIOT1YHI ClieHapii pO3BUTKY i BUKOHAaHHS pOoOOYMX MPOLECIB Ha
OCHOBI 0OpOOKH CYITyTHHKOBHX 300pa)KeHb, JOJATKH TOJaHHS JaHWX Ta CIIEHApiiB Bi3yamizallii, a Takox
JIOATKY JIJIs1 CTBOPEHHS HAaBYAIBHIX MaTepialliB HAYKH MPO 3EMITIO.

HOpiit Konopamenko, Cinveia Enueea, €szen Cioenko
CUHTE3 MOJIVJIbHO-CTPYKTYPOBAHUX CUCTEM JIJII ABTOMATU3ALIIT [TPOLECIB
PUMHATTS PILIEHD B 3AJTAYAX TPAHCITOPTHOI JIOTICTUKU

B crarTi npoBeneHo kimacugikamiiHUN aHali3 3a1a4 TPAHCIOPTHOI JIOTICTUKK Ta METOJIB MPUHHATTS
pimens. Po3rmsHyTi 3amaui npenctarneni y Burisimi migcucteM CIITIP momympHOTO THITy. OmHA 3 SKUX,
30KpeMa, OIliHKa SKOCTi TPaHCIIOPTHOTO OOCIYrOBYBaHHs A BHOOpY KOMIIaHii-lepeBi3HWKa BaHTaXY,
PO3TIISIHYTA IETaJIbHO.

Tomasz Owczarek
KOHKYPEHIIA MDK TETEPOTEHHUMU ATEHTAMU B CKJIAZIHUX CEPEJOBUIIIAX

VY crarTi 3aCTOCOBYETHCSI TEOPisl CKIAIHOCTI IUIsl BUBUEHHS TE€TEPOTSHHHMX OpraHi3alliii B CepelOBHIILII,
HallOBHCHOMY KOHKYpEHTaMH Ta JONOBHIOBadaMHu. ImiTariiiHa MoJelb Ha areHTHIH  OCHOBI
BUKOPHCTOBYETHCS JUIsl aHAII3y eEeKTiB B3aEMOJIii B CEPEIOBHUIII 3 PI3HUM PiBHEM CKIIAIHOCTI. ATEHTH, IO
BIJIPI3HSIOTBCS 32 PO3MIPOM 1 TPUCTOCOBAHICTIO, HAMAaralOThCS aJalTyBaTUCS O YyMOB, JI¢ BOHHU
po3Mmimarotbess (Ha ocHOoBi NK mozgem Kaydmana) 3 MeToro MiIBHIIEHHS iX pPIBHSA MPUCTOCYBAaHHS.
[pencrarneHi Ta MpoaHani30BaHi Pe3yJIbTaTy IPOBEACHOTO MOICIIOBAHHS.

Ciprian Dobre, Ramiro Voicu, losif C. Legrand
MONALISA: CTPYKTYPA MOHITOPUHI'Y JIJIS1 BEJIMKOMACIUTABHNX OBYUCIIFOBAJIBHNX
CUCTEM

Crpykrypa MonALISA (Monitoring Agents in A Large Integrated Services Architecture) Hamae HaOip
PO3IOUIEHUX CEPBICIB 1T MOHITOPHHTY, KOHTPOJIO, YTPaBIiHHA Ta Ti00ampHOI omTHMI3aIlii s
BEJIMKOMAcCIITA0HUX PO3MOAUICHUX cucTeM. BoHa 3acHOBaHa Ha aHcaMOJli aBTOHOMHHUX, 0araToOMOTOKOBHX
IiJICCTEM Ha OCHOBI areHTiB, 110 3apEECTPOBAHI K JUHAMIYHI cepBicu. BoHM MOXyTh OyTH aBTOMAaTUYHO
BHSIBJICHI Ta BUKOPHUCTAaHI IHIMAMHU CITy’)k0aMu a0o KirieHTamMH. Po3ImomisieHi areHTH MOXYTh B3a€EMOMISTH i
CHIBIIPAIIOBATH Y BUKOHAHHI IIMPOKOTO CIEKTPY 3aBAaHb 3 YIPABIIHHS, KOHTPOIIO 1 TTI00aTbHUX 3aBlIaHb
onTuMizauii (HampuWKkiIaa, MOHITOPUHT MepexXi, OONIK pecypciB), BHKOPUCTOBYIOUHM iH(opMmamiro
MOHITOPHHTY B pe&XHMi peaidbHOro dacy. MonALISA Bxmrouae B cebe y3romkeHwid Habip mociyr 3
YIpaBIliHHS MEPEkero st 300py B PEXUMI peallbHOro 4acy iHdopMalii mpo TOMoJOrifo Mepexki, OCHOBHI
MOTOKH JaHuX, o0csar Tpadiky Ta skicTe 3B'I3Ky. B cTpykTypi MonALISA Oyno pospobieHo Habip
CHeIialli30oBaHNX MOJYJIB JJIS TIEPiOANYHOTO BHKOHAHHS MEPEXKEBHX BHMIpPIOBAJHHHUX TECTIB MK ycima
caditamMmu. Mu po3poOnii r100abHI CepBICH IS MPEACTABICHHS B PEKUMI MaXKAe PEaIbHOTO Yacy BXiTHOT
TOIOJIOTIT MEPEeXi, 110 BUKOPUCTOBYETHCSA KOpUCTyBadaMu. Yac eBoolii ri100aibHOl Mepe)eBoi TOMOJIOTIi
MIOKa3aHO B CIIEI[iAIbHOMY TpadiqHOMY KOPHCTYBalbkoMy iHTepdeiici. 3MiHM B TTI0OANBHINM TOMOJOTII Ha
IbOMY DiBHI BiIOYBaIOTHCS TOCUTH YacTO, 1 HABITh HEBEJIMKI 3MIHH B KapTi 3'€IHAHHSI MOXYTh CYTTEBO
BIUIMHYTH Ha MPOAYKTHBHICTh Mepexki. [mobanbHi rpadiku TONONOTIi KOPENOIOTh 3 aKTUBHAM HACKPIZHUM
BHUMIPIOBaHHSIM TPOIYKTHBHOCTI MEpEeXi, BUKOHAHOTO 3a JOMOMOTOI0 HIBHAKOI Hepenadi AaHUX TOJaTKiB
MiX ycima caiiTamu. JlocTyn SK 0 JaHUX B PEKUMI peaJbHOro 4acy, Tak i JO iICTOPHYHMX AAHMX, SIK Le
repenbadeHo Monalisa, € TakoX BKIUBUM JUISI PO3POOKH CIyXKO ImepeadadeHHsT BUKOPUCTAHHSI MEpPEexKi,
o0 IOMOMOITH B e(heKTUBHOMY PO3MOILT pecypciB y riobamsHOoMy Macmrtabi. s oOmiky pecypcis,
MonALISA 30upae iHdopMamito Mpo KiIIBKICTH PECypciB BUKOPUCTAHHX KOPHCTyBadyaMH, IO
MIPEACTABIIAIOTh BipTyadbHI OpraHizaiii y BeIWKOMacImTaOHiI po3momiieHi cuctemi. Kpim HamaxHS
CTaTUCTUYHOI iH(poOpMaLlii, CUCTEeMH OONIKY TaKoX MOXYTh OyTH 0a3010 Ui YHPAaBIiHHS PO3MOMIICHUMH
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pecypcamu Ha OCHOBI eKOHOMi4HOI Mozeni. B pamkax moniTopuary MonALISA Mu po3pobunu Momydi, siki
3a0e3mneuyoTh 00k 00'ekTiB, 30ip iH(pOpMamii Big MeHemxkepiB kiacrepis, sk Condor, PBS, LSF i SGE.
Tako craTUCTHKA BUKOPHCTOBYETHCS IS IHTEIEKTYaIbHOTO YIIPABIIHHS PECYpPCaMH.

Anopiin Canvnikos, Onexcandp Cyoarxos, Poman Jlesuenko, €eézen Cnrocap, Aumon Casuenko
IHTEPAKTUBHE CEPEJIOBUILE JJ151 MACUBHOI'O MOJIEJTIOBAHHS HEMPOIMHAMIKU B
I'PIJ]

3ampornoHOBaHO 1 PO3pOOJCHO CUCTeMy aBTOMAaTu3alil BeIMKHX 00’€MiB PO3PaxyHKIB B Tpia, sKa
Opi€HTOBaHA Ha KIHIIEBOTO KoprcTyBada. Cucrema 3abe3mnedye mATpUMKY iHTepdeiciB KopucTyBada st
CTBOPCHHSI BXiJJHHX Ta OTPUMAaHHS BUXIJHHX JaHUX, aCHHXPOHHHI 3aIlyCcK 3aBJaHb 1 KepyBaHHS HUMH,
MOHITOPHHT 1 Bi3yali3alilo pe3ynbTaTiB po3paxyHKiB. OCHOBHI KOMIIOHEHTH CHCTEMH BKJIIOYAlOTh BeO-
moprai, 3aco0u ayTeHTH]IKalii 1 cucTeMy 3amycKy 3aaad, sKi B3a€MOJIIOTH 3 TPid-IHPPACTPYKTYpOIO.
l'omoBHUME TIepeBaramMu OIMMCAHOTO TPiN-TIOPTATY € THYUYKICTh B MIATPHUMII Pi3HUX 3acO0IB pO3paxyHKIB i
MOJKJIMBICTh IHTEPAKTHBHO KEPYBAaTH THUCSYaMHU 3ajad. 3alpoliOHOBaHE IHTErPOBaHE CepeloBHUIIE OyIio
BIIPOBaJKCHEe B YKpATHCHKiN HamioHaNmpHIN rpin iHPpacTpykTypi (YHI) mis mMacWBHOTO MOAENIOBaHHS
HETHIHHOT TMHAMIKHA JJT 3a/1a4 HEHpOIIoTii.

Miki Ueno, Naoki Mori, Keinosuke Matsumoto
HOBITHS CUCTEMA YATTEPBOT AJIS OIIIHKU ITOTOYHUX IHTEPECIB KOPUCTYBAYA 3A
JJOITOMOT 01O BEB-TH®OPMAIIIT

CucremMu, MO IMITYIOTh JIIOACBKY PO3MOBY, € OIHI€I0 3 HaWBOXIMBIIIMX MLiJded KOMI'TOTEPHOTO
MpoeKTyBaHHs. J1J1s1 TOTO, 1100 JOCATHYTH PiBHS MPUPOJHOTO CIHUIKYBAHHS KOMIT IOTEP-JIOANHA, BAKINBUM
MMATAHHSM € OIIHIOBAaHHS TOTOYHHMX IHTEPECIiB KOPUCTYBadiB. Y I CTAaTTI MH 3alpOINOHYBalId HOBHH
4arTep-00T, 10 MOXKE OLIHUTH MOTOYHI IHTEpeCH KOPHUCTyBaua 3a IONOMOIOI0 BeO-iHpopmamii ams
BUPILIICHHS MOCTABJICHOTO 3aBIaHHSA. Y MPOMOHOBAHOMY YaTTEP-00Ti, IHTEPECH MPEACTAaBICHI BEKTOPOM
iHTepeciB, Oynm cTBOpeHi 3a qormomMororo qanux Bulletin Board System (BBS). 1106 moka3aTu epeKTHBHICTD
3aMporOHOBAHOT0 METOY, OOUMCITIOBANIbHI EKCIIEPUMEHTH TPOBOIMIINCS Ha AaHUX Jekiibkox BBS B sxocti
MPUKIIaIiB.

Ilaeno Kauypka, Bonooumup I'onosxo
OB'€IHAHH S PELIUPKYJIALIIMHNX HEMPOHHUX MEPEX JIJ151 BUSBJIEHHA 1
PO3II3HABAHHA MEPEXXHUX ATAK B PEAJIBHOMY YACI

Cucrema BHWSBICHHS BTOPTHEHb € OJHMM 3 HAaWBOXKIMBIIINX I1HCTPYMEHTIB O€3MEKH CydacHUX
iHpopManiitaux cucreM. besnepepBHa po3poOKka HOBHX THUIIIB aTaK BUMarae po3poOKH Ta IHTENEKTyaIbHUX
iIXO/IIB /IO BUSBICHHS BTOPTHEHb, 3AATHUX BUSBISITH HOBITHI aTaku. MU MPOIOHYEMO MiJXil HA OCHOBI
PEIUPKYISIIIHHIX HEHPOHHUX MEpPEeXk, SKHH JO03BOJISIE BUSABUTH HE BiJOMI paHIIlleé THIA aTak B PEKUMI
pealbHOTO dYacy 3 TMOJANBIIMM KOPEKTHHUM pO3MI3HABaHHSAM LBOTO TUNy. Y JaHii poOoTi MH
BHKOPHCTOBYEMO PEIUPKYJIAMIHI HEUPOHHI Mepexi B SKOCTI JETEKTOpIiB aHOMAaJiil Ta NETEeKTOpiB
3JIOBXKWBaHb, aHCAMOJIb 3 JETCKTOPIiB aHOMAJiH Ta 3JIOBKHBAHL 1 00'€MHAHHS MEKUTHKOX ICTCKTOPIB IS
MPaBUIIBHOTO BHSBJICHHS Ta PO3Ii3HABaHHS THINIB aTak. EkcriepuMmenTH, npoBeaeHi Ha 6a3i nannx KDD'99 i
peambHUX JaHUX MEPEXKeBOTo TpadikKy, MOKa3yloTh 0araTooOiIsI0Ui pe3yIbTaTy.

€e2en booancovkuii, Ipuna Ilnicc, Banenmuna Boakosa
MOJJM®IKOBAHA MMOBIPHICHA HEMPO-®A331 MEPEXA J1J151 OBPOBKU TEKCTOBUX
JOKYMEHTIB

Posrnspaereest mpoOiiema oOpoOkm TekcToBOi iHGopMamii (3amada kiacudikaiii) 3a TOTOMOTOO
Moudikauii iiMoBipHicHOT HelipoHHOT Mepexki Jl.IlnexTta. Ockinbku npu 0OpoOLi TEKCTIB KIACH TOCTATHBO
4acTO TMEePEeKPHUBAIOTHCSA, BBEACHA MOIUdiKallis peanidye MpoIenypy HEWITKOro BUBEACHHS, IUIsI YOrO B
MEpEeXy OMAaTKOBO BBEICHO JBa IIapu. Pe3yapTaToM Ha BHXOMAaX MEPEKi € PiBHI HAJICKHOCTI KOXKHOTO
TEKCTOBOI'O JIOKYMEHTY JI0 KOKHOTO 3 MOXKITUBHX KJIACIB.
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Dorian Gorgan, Victor Bacu, Danut Mihon, Denisa Rodila, Teodor Stefanut, Karim Abbaspour, Pierluigi
Cau, Gregory Giuliani, Nicolas Ray, Anthony Lehmann
MHCTPYMEHTAHI U TTPUJIOKEHUS ITIPOCTPAHCTBEHHOM OBPABOTKM JTJAHHbBIX JIJ151
PEI'MOHA BOAOCBOPA YEPHOI'O MOPA

B npoekre enviroGRIDS paspaboran n obecreden (uepe3 mopranm BSC-OS) Habop HMHCTPYMEHTOB,
npuiIoKeHn u 1ardopM, s 00pabOTKM OTPOMHBIX NMPOCTPAHCTBEHHBIX JAHHBIX B PETHOHE BoaocOopa
YepHoro wmops. B crathe paccMaTpuBalOTCS ~ OCHOBHBIE  BOINPOCHI  B3aMMOJICHUCTBUS  MEWKIY
KapTorpadUIecKiMH U TPUA-UHPPACTPYKTypaMH, a TakkKe MEXIy pa3IMIHBIMHU TUIATGOPMaMHU MTOAIEPKKA
WHCTPYMEHTOB U TPUJIOKEHHUM, OPHEHTUPOBAaHHBIX Ha Hayky o 3emuie. BSC-OS moptan mpenocrasisieT
KOHEYHBIM TIOJIb30BATEISIM TIPUIOKCHHUS JUIsl YIPaBICHUS NPOCTPAHCTBEHHBIMH JIAHHBIMH, MOJICIN
THIPOJIOTHYECKOHN KaarOPOBKH, SKOJOTHIECKHE CIICHAPUU PA3BUTHUS M BBIIIOIHEHHUS pabounX MpPOIECCOB Ha
OCHOBE 00pabOTKM CITyTHHKOBBIX H300paKEHHH, NPWIOKEHAS TNPEACTAaBICHUS ITaHHBIX H CIEHApUEB
BU3yaJIM3alliy, a TAK)Ke MPUIIOKEHUS U CO3JIaHUsl yUeOHBIX MaTepHaIoB HAyKH O 3emIle.

HOpuiit Konopamenxko, Cunveusn Enuesa, E¢zenuit Cudenko
CHUHTE3 MOJYJIbBHO-CTPYKTYPUPOBAHHBIX CUCTEM JJIs1 ABTOMATU3ALIN
ITPOLIECCOB ITPUHATHA PEILIEHNI B 3AJJAUAX TPAHCITIOPTHOM JIOTUCTUKU

B craTthe npoBeneH kiaccuUKAMOHHBIN aHATN3 3a1a9 TPAHCIIOPTHOHN JOTUCTUKHA M METOMIOB TPUHSATHS
pemenuii. PaccMoTpennsie 3agaun mpencrasieHsl B Buae moacuctem CIIIP momympHOrOo THma. OmHa u3
HUX, B YaCTHOCTH, OI[EHKa KauecTBa TPAHCIOPTHOTO OOCIYKMBaHUS U BHIOOpa KOMITAHUHM-TICPEBO3YUKA
rpy3a, pacCMOTPEHA AETaJIbHO.

Tomasz Owczarek
KOHKYPEHUUA MEXJ1Y TETEPOI'EHHBIMU ATEHTAMMU B CJIOXKHBIX CPEJJAX

B cratbe mpumeHsieTcs Teopus CIOKHOCTH JUISI M3yYeHHUs TeTePOreHHBIX OpraHu3aluii B cpene,
HaITOJTHEHHOM KOHKYPCHTaMU U  JOIOJIHUTCIAMHU. I/IMI/ITaHI/IOHHaH MOJACJIb Ha areHTHOM OCHOBE
WCTIONBb3yeTcs sl aHamu3a 3(h(EeKTOB B3aMMOAEWCTBUS B CPeJie C Pa3HBIM YPOBHEM CIIOXKHOCTH. ATEHTHI,
OTIMYAIONINECS pPa3MEePOM M TPHUCIIOCOOIEHHOCTHIO, THITAIOTCA aJalTHPOBATHCA K YCIOBHSM, TJA€ OHHU
pa3merniatores (Ha ocHoBe NK momenu Kaydmana) ¢ 1enbi0 MOBBIMICHUS WX YPOBHS HPUCIIOCOOJICHHMS.
[IpencraBieHsl 1 npoaHAIU3UPOBAHEI PE3YIBTAThl IPOBEACHHOTO MOJCITUPOBAHHUS.

Ciprian Dobre, Ramiro Voicu, losif C. Legrand
MONALISA: CTPYKTYPA MOHUTOPUHI'A KPYITHOMACIITABHbIX BBIUMCIIUTEJIbHBIX
CUCTEM

Crpykrypa MonALISA (Monitoring Agents in A Large Integrated Services Architecture) npemocrapiser
Ha0Op pacrnpepeNCHHBIX CEPBUCOB JJIi MOHUTOPUHTA, KOHTPOJISI, YIPABICHUS U TI00AILHOW ONTHMU3AIUN
JUI  KPYITHOMACINTaOHBIX —pacrhpeneNieHHbIX cucteM. OHa OCHOBaHa Ha aHcaMOlie aBTOHOMHBIX,
MHOTOIIOTOYHBIX TIOZICHCTEM Ha OCHOBE areHTOB, 3apETHCTPHPOBAHHBIX KaK JMHAMHUYECKHe cepBUCHL. OHU
MOTYyT GBITB aBTOMAaTHYCCKU O6Hapy>KeHBI U HCIIOJIB30BaHbl JAPYTrUMH CJ]y}K6aMI/I NI KINCHTaMU.
PacrnipenenienHbie areHTHl MOTYT B3aUMOJICHCTBOBATh U COTPYAHHUYATHh B BBIOJHEHUH IIMPOKOTO CIEKTpa
3a/1a4 MO yTPaBJICHUIO, KOHTPOJIO M TIIOOANBHBIM 3a/ladaM ONTHMHU3AIUU (HAIpUMep, MOHUTOPUHT CETH,
y4eT pEeCypcoB), HCIOJB3YysSd HH(POPMAILMI0O MOHHUTOPHUHTA B PEXKHUME peanbHOro BpemMeHu. MonALISA
BKIIIOYaeT B ce0si COTacoBaHHBIA HAOOp YCIyr MO YNPaBICHUIO CETBhIO Uil cOopa B peXHUMeE PeabHOTO
BpeMeHH HH()OPMAITUU O TOTIOJIOTHU CETH, OCHOBHBIM ITOTOKAM JaHHBIX, 00beMe TpapuKa U Ka4eCTBE CBS3H.
B crpykrype MonALISA Owu1 paspaboran HaOOp CHEMHAIN3HUPOBAHHBIX MOIYJICH IS MEPHOIAICCKOTO
BBIITOJTHEHUSI CETEBBIX W3MEPUTEIBHBIX TECTOB MEXAy BCeMHU caiitaMu. Mbl pa3paboTanu TI00aibHbIC
CEpBHCHI ISl TIPEICTABICHUS B pEXHME IIOYTH pEATbHOTO BPEMEHH BXOIHOW TOMOJOTHH CETH,
WCIIONIB3yeMON TIOJTE30BATEIIIMA. BpeMs DBOJIONMHM TJIO0ATHHOW CETEBOW TOMIOJOTHH IIOKAa3aHO B
CTeIUAFHOM TpaduIecKoM MOJIb30BaTeIbckoM nHTepdetice. MizMeHeHus B r100aNbHON TONOJIOTUU HA 3TOM
YPOBHE MPOMCXOAST IOBOJBHO YacTo, M Jake HeOONbIINe H3MEHEHUS B KapTe COCOUHEHHS MOTYT
CYIIIECTBEHHO TOBIUATH HAa MPOU3BOIUTEILHOCTE ceTH. | J100anbHbIe TpaduK TOMOJOTHH KOPPEITUPYIOT C
AKTUBHBIM CKBO3HBIM HW3MEPEHHEM IPOU3BOAWTEIHHOCTH CETH, BBIIOJIHEHHOTO C TOMOIIBIO OBICTPOit
Nepeauyy JaHHBIX TMPUIIOKEHUN MEXay BceMH caitamu. JIOCTyNm Kak K JaHHBIM B PEXHME PEaTbHOTO
BPEMEHH, TaK M HWCTOPHUYECKUM CBEICHHUSAM, KaK 3TO MpeaycMoTpeHo MonalISA, sBnseTcss BaKHBIM AJist
pa3paboTKH CIYKO MPEeayCMOTPEHHUS UCTIOIB30BaHUS CETH, YTOOBI ITOMOYh B 3(PGEKTUBHOM pacIpeaeiicHuH
pecypcoB B TiobanbHOM MacmTabe. Jlns ydera pecypcoB, MonALISA coGupaer uHbopmaIiumo o
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KOJIMYECTBE PECYPCOB, UCTIOIB30BAHHBIX MOJIB30BATEISIMU, MPEACTABISAIOIINM BUPTyaJIbHbIE OpraHU3aliy B
KpyITHOMAacIITaOHOW pacrpeneneHHoi cucreme. [loMUMO TpeaocTaBlieHUs] CTATUCTHYECKOW MH(OPMAIIHH,
CUCTEMBI yd4eTa Tak)Ke MOTYT OBITh 0a30i I yIpaBleHHs paclpelelieHHBIMH pecypcaMd Ha OCHOBE
9KOHOMHYECKO# Mozaenu. B pamkax monutopuara MonALISA Mbl pa3zpaboTany MOIyIH, 00eCIIeUHBAIOIIUE
y4eT 00BeKTOB, COOp HH(OPMAIIMU OT MEHEKEePOB KiacTepos, Takux kak Condor, PBS, LSF u SGE. Taxxe
CTaTHCTHUKA MCIIONB3YETCS ISl HHTEIUIEKTYyalIbHOTO YIIPaBICHUS PeCypcaMHu.

Anopeii Canvnuros, Anexcanop Cyoaxos, Poman Jleeuenxo, Eezenuit Cnocap, Aumon Casuenko
UHTEPAKTUBHAS CEPEJIA JUISI MACCHUBHOI'O MOJIEJIMPOBAHM I HEMPOJIUHAMUKH B
Ir'eua

[Ipennoxkena W peanu3oBaHa CHCTEMa aBTOMAaTU3alUHM OONBIIMX OOBEMOB pacyeToB B TPHL,
OPHEHTHPOBaHHAss Ha KOHEYHOTO Mojb3oBaTens. CrucremMa obecneynBaeT MOANCPIKKY IOJb30BATEIBCKUX
HHTEPPENCOB AT CO3MaHMA MCXOAHBIX U IOJYYECHHS Pe3yJbTUPYIOIIMX AAHHBIX, ACHHXPOHHBIA 3aIlyCK
3aJa4 U yIpaBjieHHe UMM, MOHUTOPHUHT M BU3yaJM3allMIO Pe3yJbTaToB pacueToB. OCHOBHBIE KOMIOHEHTHI
CHCTEMBl BKJIOYAlOT BeO-mopran, KOMIOHEHTHl ayTeHTH(UKAMM W CHUCTEMY 3alycKa 3a1ad, KOTOpbIe
B3aUMOJEHUCTBYIOT C TIpUA-UHGPACTPYKTypod. ['TaBHBIMM NpeuMyliecTBaMH OINUCAHHOTO TPHI-IIOpTaja
SIBJIIETCSI THOKOCTh B IMOAJEPXKKE PA3IUYHBIX CPEJICTB MOJECIMPOBAHUS U BO3MOXKHOCTH MHTEPAKTHBHOIO
yhnpaBieHHs ThIcsiuaMu 3afad. [IpeanokeHHas WHTETpUPOBaHHAS cpela ObUla BHEApEeHa B YKpPaMHCKOH
HarMoHaNbHOU Tpun uHdpactpykrype (YHI') ams macuBHOTO MOJenWpoBaHWs HENWHEHHOW AMHAMUKU B
3a/1a4yax HEUPOJIOTHH.

Miki Ueno, Naoki Mori, Keinosuke Matsumoto
HOBEMIIASI CUCTEMA YATTEPBOT JUISI OLIEHKHM TEKVIIMX UHTEPECOB ITOJIb30OBATEJIS
C IIOMO1IBIO BEB-MH®OPMALIMN

Cucrembl, WMHTHPYIOIINE UYEIOBEYESCKHH pa3roBOp, SBISETCS OJHOM W3 BaKHEHIHMX Iieneit
KOMITHIOTEPHOTO TIPOCKTUPOBAHUS. [[7151 TOTO, 9TOOBI JOCTHYH YPOBHS €CTECTBEHHOTO OOIIECHUS KOMITHIOTEP-
YEJIOBEK, BAXXHBIM BOMPOCOM SIBIISIETCS OIEHKA TEKYIIMX WHTEPECOB ToOJb30oBarelnieii. B 3Toi crarhe Mbl
MIPEIUIOKIITN HOBBIM 4aTTep-00T, KOTOPHIH MOXET OLICHUTh TEKYIIHE WHTEPECH MOJIh30BATENS C MIOMOIIHIO
BeO-mHMOpMaNMK I PEHICHUS IIOCTaBICHHOW 3amaud. B mpemraraecmMoMm dartep-00Te, WHTEPECHI
Npe/ICTaBICHBl BEKTOPOM HHTEPECOB, OBUIM CO3/aHbl ¢ momolbio naHHbx Bulletin Board System (BBS).
YroObI mokasath 3pPEeKTHBHOCTh MPEATIOKESHHOTO METO/A, TIPOBOUINCH BEIYUCIUTEIILHBIC YKCIICPUMEHTHI
Ha JaHHBIX Heckonbkux BBS B kauecTBe nprumMepos.

Ilagen Kauypka, Bnaoumup I'onoeko
OBBEJIMHEHME PELIMPKYJISILIMOHHBIX HEMPOHHBIX CETEH /151 OSGHAPYKEHU S U
PACITIO3HABAHNA CETEBBIX ATAK B PEAJIbBHOM BPEMEHU

Cucrema oOHapyXeHHS BTOP)KEHUH SABISETCS OJHUM M3 BaXXHEMIINX HHCTPYMEHTOB O€30MacHOCTH
COBPEMEHHBIX HH(OPMALMOHHBIX cucTeM. HempepbiBHas pa3pa0oTKa HOBBIX THIIOB aTak TpeOyeT
pa3pabOTKN W HMHTEIUICKTyIBHBIX ITOJXOMOB K OOHApYKXCHHUIO BTOPKCHHUH, CIOCOOHBIX OOHApYXUBATh
HOBEHIIME aTakd. Mbl IpeaaraeM MOoAXO0J Ha OCHOBE PELUPKYJSLUOHHBIX HEHPOHHBIX CETEH, KOTOPBII
MO3BOJIsIET OOHAPYKUTH HE W3BECTHBIC paHee THIBI aTak B PEKHUME PEATbHOIO BPEMEHH C MOCIEAYIOINUM
KOPPEKTHBIM PpACIO3HaBaHWEM JTOro Tuma. B naHHOW paboTe MBI HCHONB3YEM PELUPKYISALHUOHHBIC
HEHpPOHHBIE CETH B KAadyeCTBE [ETCKTOPOB AHOMAIMH M JAETEKTOPOB 3J10YyNOTpeOsieHWH, aHcaMOiIb H3
JETEKTOPOB aHOMAJIMH M 3JI0YNOTpeOJIeHHH M OObeIMHEHHE HECKOJIBKUX ACTEKTOPOB Ui MPaBHILHOTO
oOHaApyKeHUsI W PACIO3HABAHWS THUIIOB aTakK. DKCIIEPHMEHTHI, TpOBeJeHHbIe Ha 0aze manHbXx KDD'99 u
peanbHBIX JaHHBIX C CETEBOT0 TpaduKa, MOKa3pIBal0T MHOTOOOECIIAIONINE PE3yIbTaTHI.

Eezenuii booanckuii, Hpuna Ilnucc, Banenmuna Boaxosa
MOJIUDULIMPOBAHHA 51 BEPOSITHOCTHAS HEMPO-®A331 CETh JJ151 OSPABOTKU
TEKCTOBBIX JOKYMEHTOB

PaccmatpuBaetcs npoGiema 00pabOTKM TEKCTOBOM MH(pOpMaIHHK (3a1ada KIacCH()UKALMK) C TIOMOLIBIO
Moaudukanun BeposiTHOcTHOW HerponHoit cetu Jl.Illnmexra. Ilockombky mpu 00paOOTKE TEKCTOB KIIACCHI
JOCTaTOYHO YacToO MepeceKaroTcs, BBECHHAS MOJU(PHUKALINS PeaTH3yeT IPoLeaAypy HEUYETKOTO BBIBOJA, IS
4ero B CETh JOMNOJHUTENFHO BBEAEHBI JBa cJOs. Pe3ynbTraroM Ha BBIXOJaX CETH €CTh YPOBHHU
MIPUHAUIEKHOCTH KKJOT0 TEKCTOBOTO JOKYMEHTA K KaXKIOMY M3 BO3MOXHBIX KJIaCCOB.
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Prepare your paper according to the following requirements:

Unconditional requirement - paper should not be published earlier.

(i)

(ii)
(iii)
(iv)
V)
(vi)
(vii)
(viii)

(ix)

(x)
(xi)
(xii)
(xiii)

Suggested composition (frame) of paper:

Issue formulation stressing its urgent solving; evaluation of recent publications in the explored issue

short formulation of paper’s purpose

description of proposed method (algorithm)

implementation and testing (verification)

conclusion.

Use A4 (210 x 297 mm) paper. Size of paper has to be extended up to 6-8 pages.

Please use main text two column formatting;

A paper must have an abstract and some keywords;

Place a full list of references at the end of the paper. Please place the references according to their
order of appearance in the text.

An affiliation of each author is wanted.

The text should be single-spaced. Use Times New Roman (11 points, regular) typeface throughout
the paper.

Equations should be placed in separate lines and numbered. The numbers should be within brackets
and right aligned.

The figures and tables must be numbered, have a self-contained caption. Figure captions should be
below the figures; table captions should be above the tables. Also, avoid placing figures and tables
before their first mention in the text.

As soon as you have the complete materials, the final versions should come electronically in MS
Word'97 of MS Word 2000 format to the address computing@computingonline.net.

A hardcopy of your article is needed to be sent by regular mail for our publishing house.

Please send short CVs (up to 20 lines) and photos of every author.

There is no other formatting required. The publishing department makes all rest formatting
according to the publisher’s rules.

Journal Topics:

Algorithms and Data Structure
Bio-Informatics

Cluster and Parallel Computing, Software Tools and Environments
Computational Intelligence

Computer Modeling and Simulation

Cyber and Homeland Security

Data Communications and Networking

Data Mining, Knowledge Bases and Ontology
Digital Signal Processing

Distributed Systems and Remote Control
Education in Computing

Embedded Systems

High Performance Computing and GRIDS
Image Processing and Pattern Recognition
Intelligent Robotics Systems

Internet of Things

Standardization of Computer Systems
Wireless Systems
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OCHOBHI BUMOTH JI0 TIOJIaHHS 1 0OpPMIIEHHS ITyOITiKaliid HayKoBOTO XypHay “Komm roTuHr”:

be3yMOBHOI0O BHMOIOIO € T€, 100 cTATTS He 0yJia ony0JiKkoBaHa paHinie!

(M)

(i)

(iii)
(iv)

(v)
(vi)
(vii)
(viii)
(ix)
(x)

(x1)
(xii)

(xiii)

(xiv)

(xv)

HaykoBi cTaTTi TOBHHHI MaTH Taki HEOOXiHI €JIeMEHTH:

[OCTaHOBKA MPOOJIEMH Y 3arallbHOMY BHIVIIIL Ta 1i 3B’5I30K 13 BAYKIMBUMA HAYKOBUMH YU MPAKTHIHUMH
3aBIAHHSAMY,;

aHaJIi3 OCTAaHHIX JOCIIIKEHb 1 MyOJTiKaIlii, B IKUX 3aII09aTKOBAHO PO3B’SI3aHHS JaHOI IIpobIeMH 1 Ha sIKi
CIHMPAETHCS aBTOP, BUAIIEHHsI HEBUPIIIEHNX paHillle YaCTHH 3arajibHOT IPOo0IeMH, KOTPUM IPHUCBSIIY€ETHCS
O3HAYCHA CTATTS;

(dbopMmyroBaHHS ITiJIel CTAaTTi (MOCTAHOBKA 3aBJaHH);

BUKJIa]l OCHOBHOTO MaTepially JOCIiKEHHS 3 IIOBHUM OOIPYHTYBAaHHAM OTPUMAHUX HAYKOBUX PE3YJIbTATIB;
BUCHOBKH 3 JIAHOTO JOCII/UKEHHS | IEPCIIEKTUBY MOAANBIINX PO3BIIOK y JIAHOMY HAIIPSIMKY.
Buxopucrosyiite A4 (210 x 297 mm) ¢dopMaT cTOpiHKU. 3arajJbHUNA PO3Mip CTaTTi Ma€ MiCTUTH 6-8
CTOPIHOK.

Bukopucroyiite ABOKOJIOHKOBE (POPMATYBaHHS OCHOBHOTO TEKCTY;

CraTTs moBMHHA 0OOB’SI3KOBO MiCTUTH OCHOBHHUH TEKCT YKPaiHCHKOIO MOBOIO, aHOTAIil0 (HalMCcaHy Ha
AHTTIHCHKIHM 1 YKpaiHCBKiNM MOBax) 1 CIIMCOK KITFOYOBHX CIiB;

B kiHII CTaTTi PO3MICTITh CITUCOK JIiTepaTypH. Po3MillyiTe CIIMCOK JIITepaTypH B MOPSAIKY il MUTYBaHHS.
HeoOxinHoto € iHpopMalig mpo HAyKOBi 3BaHHS, TUTYJIM Ta MOCAIH aBTOPIB.

Texcr noBuHEH OyTH HaOpaHUM OAWHAPHHUM IHTEPBAJIOM i3 BUKOpHCTaHHAM mpudTy Times New Roman
(11 points, regular).

dopMynH MOBUHHI BIIIUIATHCH BiJi OCHOBHOTO TEKCTY IMYyCTUMH CTPIiYKaMH a TaKOXX MPOHYMEpOBaHi y
KPYIJIHX JTyXKax Ta BiALICHTPOBaHi MO IPaBOMY Kparo.

Tabuili 1 pUCyHKH TOBHHHI OyTH MPOHYMEPOBAHWMHU. 3ar0JIOBKH PUCYHKIB PO3MIIIYIOTH ITiJ] PUCYHKOM
IO IIEHTPY. 3aroJOBKH TA0JIHUIh PO3MIIYIOTH MO IIEHTPY 3BEPXY TaOJIHIII.

3aBepiieHi Bepcii cTaTel MOBUHHI OyTH HaicIaHUMU B efeKTpoHHOMY MS Word’97 ao MS Word 2000
(dhopmarti 3a agpecoro computing@computingonline.net.

[Ipocumo HamCHIATH TTOIITOIO PO3APYKOBAHI KOTIII cTaTei.

B kiHIi KOXHOI CTaTTi MOTPiIOHO MmojAaTH ii Ha3By, pe3toMe (aOCTpakT) 1 KJIIOYOBI CIOBA aHTIIHCHKOIO
MOBOIO.

[Ipocumo HaacumaTy HaM KOpoTKi Giorpadiuni nani (o 20 psaakiB) 1 ckaHoBaHi GoTorpadii KOXKHOTO i3
aBTOPIB.

BunaBHUITBO 37iliCHIOE OcTaTOYHE (hOpMATyBaHHS TEKCTY 3TiJHO 13 BUMOTaMH JPYKY.

VY 3aKOpIOHHUX YUTAYiB MOXYTh BUHUKHYTH MPOOJIEMH TPH 03HAHOMIICHHI 3 MpaIsiMA Ha POCIHCHKIN Ta
YKpaiHCBKi MoOBax. B 3B 3Ky 3 IIMM pemakiiifHa KOJETis MPOCHTh aBTOPIB JOZATKOBO MPHUCIATH
po3mupeHuii pedepar (pesrome), moO O MICTHIO JBI CTOPIHKA TEKCTY AaHTIIIHCHKOIO MOBOIO, 1
CYIIPOBOKYBAJIOCH 3arOJIOBKOM, MPI3BHINAMH Ta aJgpecaMH aBTOpiB. ABTOpaM pEKOMEHIYETHCS
BUKOPUCTOBYBaTH y PHCYHKaX CTaTTi IO3HAYCHHS IICPEBAXKHO AaHIIIHCHKOIO MOBOIO, abo0 maBatd
nepexnag y Ayxkax. Tolli y po3IIMPEeHOMY pe3loMe MOXHA Oy/e MOCHIATHCS Ha PUCYHKH Y OCHOBHOMY
TEKCTI.

Temaruka )KypHay:

ANTOPUTMH Ta CTPYKTYPH AaHUX
Bio-indopmaTrka

KnactepHi Ta napanenbpHi 004nCIeHHs, IPOrpaMHi 3aco0M Ta cepeloBHUILE
OG6uucIroBaNbHUHN IHTEIEKT

Komm’roTepre Ta imiTariitne MOAeIIOBaHHS
KiGepHeTnuHa Ge3mneka Ta 3aXHCT Bill TEPOPUMY
OOMiH JTaHUMH Ta OpraHi3arLis Mepex
Buno0OyBanHs naHux, 6a3u 3HAHb Ta OHTOJOTIT
Iudposa 06pobka cUrHaiB

Po3nopineni cucremMu Ta JUCTaHIIHHE YIpaBIiHHSL
OcgiTa B KOMI FOTHHTY

BOynoByBaHi cucteMu

BucokonpoaykTusti obuucienns ta I P1J]
O0poOKka 300paXKeHb Ta PO3Mi3HABAHHS NIA0JIOHIB
[HTenextyanbHi poOOTOTEXHIUHI CHCTEMHU
InTepuer peueit

CrangapTr3amis KOMI IOTEPHUX CHCTEM
BesnposiaHi cucremn
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OcHoBHEbIEe TpeOOBaHMS K MMOAa4Ye U OPOPMIICHUIO MyOIMKANK HayqHOTO XypHaia “KoMmbroTHHT:

Bbe3ycaoBHOE TpeOOBaHHE — UYTOOLI CTATHS He ObLIA ONYOJHMKOBAHA paHee!

(M)

(i1)
(iii)
(iv)
(v)

(vi)
(vii)

(viii)
(ix)
(x)

(x1)
(xii)

(xiii)
(xiv)

(xv)

Hayunbie cTaThy JOIDKHBI IMETH TaKHE HEOOXOIUMBIE JIEMEHTHI:

[OCTaHOBKA MPOOJIEMBI B OOIIEM BH/IE U €€ CBSI3b C BAYKHBIMH HAaYYHBIMH HJIM IPAKTHYCCKUMU 331a4aMH;
aHaJIM3 MOCIICIHUX UCCICIOBAHUH 1 ITyOIMKaLKii, B KOTOPBIX HAYaThl PEILICHHS JAHHON NPOOIeMBI U Ha
KOTOPBIE OIMPAETCS ABTOP, BBIACICHHE HEPEIICHHBIX IPEX/Ie YacTell 00mIeil mpobieMbl, KOTOPBIM
MOCBSAIIAETCS 0003HAYCHHAS CTAThS;

(dopmypoBaHue 11ej1el cTaThu (IIOCTAaHOBKA 32/1a4a);

W3JI0KEHHE OCHOBHOTO MaTepHalia HCCIICI0BAHMUS C MOJHBIM 000CHOBaHHEM MOJyYCHHBIX HAyYHBIX
pE3yIbTATOB;

BBIBOJIbI U3 TAHHOTO MCCIICOBAHUSI U MEPCIICKTUBBI JaTbHEHIINX U3bICKAHUN B JAHHOM HAIPABJICHUH.
Ucnons3yiite A4 (210 x 297 mm) popmat crpanuubl. OOl pa3mep cTaTbu 6-8 CTpaHULL.

HcnonpayiiTe TByXKOIOHOYHOE (POPMATHPOBAHIE OCHOBHOTO TEKCTA;

Cratbsl JOIDKHA 0053aTENBFHO COEeP)KaTh OCHOBHOH TEKCT Ha PycckoM s3bIKe, aHHOTANUIO (HATUCAHHYIO
Ha AHMIHKACKOM U PycckoM si3pIKax) U CIIMCOK KITFOUEBBIX CJIOB;

B KkoHIle cTaThu pa3MecTHTE CHHCOK JIMTEpaTyphl. PazMmeriaiiTe CIUCOK JTUTEpATyphl B IMOPAIKE €€
OUTHPOBAHMS.

HeoOxoanma uH(popManus o HayuHbIX 3BaHUAX, TUTYJIAX U JOJDKHOCTAX aBTOPOB.

Texker pomwkeH OBITH HAOpaHHBIM ONMHAPHBIM HHTEPBAJIOM C HCIONb30BaHHEM mipudra Times New
Roman (11 points, regular).

DopMyIIBI OIKHEL OTIEISATHCS OT OCHOBHOTO TEKCTA ITyCTHIMHU CTPOKAMH, a TaKKe IPOHYMEPOBAHHBIC B
KPYTJIBIX CKOOKaX M OTLIEHTPOBAHHBIC 10 ITPABOMY Kparo.

TaOmumpl ¥ PUCYHKH MOIDKHBI OBITH IPOHYMEPOBAHHBIMH. 3arojlOBKM PHUCYHKOB pPa3MEIIAIOT IO
PHUCYHKOM I10 HEHTPY. 3ar0JI0BKU TAOJIHIl pa3MEIIAIOT MO ICHTPY CBEPXY TAOJIHIIEL.

3aBeplleHHbBIE BEPCUU CTaTeil MOMKHBI OBITH MpPHUCHaHBl B 3yeKTpoHHOM MS Word'97 unu MS Word
2000 dopmate o aapecy computing@computingonline.net.

[Ipocum mpucHIIaTh pacriedaTaHHbIe KOMMUH CTaTeH Mo modre.

B xoHle KaxxAoW cTaTbu HEOOXOAMMO MPEJOCTaBUTh €e Ha3BaHHE, pe3ioMe (aOCTpakT) M KIHOUeBbIE
CJIOBA Ha QHTJIMHCKOM SI3BIKE.

[IpocuM mpuCEUIaTE HAM KOpPOTKHE Oworpaduueckne naHHble (Ho0 20 cTpouek) W CKaHHPOBAHHEIC
(hoTorpaduu Kaxk10ro U3 aBTOPOB.

N3naTensCTBO OCYIIECTBISIET OKOHYATEIbHOE (hOpMATHPOBAHUE TEKCTa B COOTBETCTBHH C TPEOOBAHUSIMU
MICYaTH.

VY 3apy0eHBIX YUTATENCH MOTYT BO3HHKHYTH IPOOJIEMBI IIPH O3HAKOMJICHHH C TPYAaMH Ha PYCCKOM U
YKPaWHCKOM sI3bIKax. B CBSI3M ¢ 3THM pENaKIMOHHAS KOJUIETHS TPOCUT aBTOPOB JOTIOJTHUTEIBHO
MpHclaTh paclUpeHHbId pedepar (pe3toMe), KOTOpBIA cojepxal OBl JIBe CTpaHUIBl TEKCTa Ha
AQHTJIAHACKOM SI3BIKE, M COIPOBOXKIAJNCS 3arojoBKOM, (aMIIMAMH H agpecaMd aBTOPOB. ABTOpaM
PEKOMEHyeTCsl MCIIONB30BaTh B PUCYHKaX CTaTbd O0O3HAUEHHs MPEUMYIIECTBEHHO HA AHTIHICKOM
SI3BIKE, WIN JaBaTh IEPEeBOX B CKOoOKaxX. Torga B pacmIMpeHHOM pe3foMe MOXHO OyJeT MOCHIIaThCS Ha
PHUCYHKH B OCHOBHOM TEKCTE.

TemaTuka xypHana:

AJITOPUTMBI U CTPYKTYPBI JaHHBIX

Buo-undopmaruka

KnacTephsle u napasienbHble BEIYUCIEHNUS, IPOrPAMMHBIE CPEACTBA U CPEJIBI
BoruncnuTenbHblil MHTEIEKT

KoMnbroTepHOE 1 MMUTALIMOHHOE MOZCINPOBAHNE
KubepHernueckast 6€301acHOCTD | 3alllUTa OT TEPPOPH3Ma
OOMeH TaHHBIMH U OpTaHU3aIHs CeTei

JloObIvya TaHHBIX, 0a3bl 3HAHUI W OHTOJIOTUH

udposas 06paboTKa cUrHAIOB

PacripezenieHHBIE CHCTEMBI M IUCTAHIIMOHHOE yIIPaBICHNE
O6pa3oBaHne B KOMIIBIOTHHTE

BcrpanBaemble cHCTEMBI

BricokomnpousBoaurenbuble Berunciaenus u 'PUJL
O6paboTka U300pakeHNi U pacrio3HaBaHUE M1a0JIOHOB
WHTenexTyaabHble pOOOTOTEXHUYECKUE CHCTEMBI
HuTepHuer Beweit

CranmapTH3anys KOMIIBIOTEPHBIX CHCTEM

becnpoBoanblie cuctemMbl
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Intelligent Data Acquisition and Advanced Computing

Systems:
Technology and Applications

September 11-14, 2013
BERLIN, GERMANY
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Organized by
Research Institute of Intelligent
Computer Systems,
Ternopil National Economic University and V.M.
Glushkov Institute of Cybernetics, National Academy
of Sciences of Ukraine
in cooperation with
University of Applied Sciences,
Hochschule fur Technik und Wirtschaft (HTW)
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www.idaacs.net

Conference Co-Chairmen
Anatoly Sachenko, Ukraine
Jurgen Sieck, Germany
International Programme Committee Co-Chairmen
Vladimir Haasz, Czech Republic
Kurosh Madani, France
IDAACS International Advisory Board
Dominique Dallet, France
Richard Duro, Spain
Domenico Grimaldi, Italy
Vladimir Haasz, Czech Republic
Robert Hiromoto, USA
Theodore Laopoulos, Greece
George Markowsky, USA, Chair
Vladimir Oleshchuk, Norway
Fernando Lopez Pena, Spain
Peter Reusch, Germany
Anatoly Sachenko, Ukraine
Wieslaw Winiecki, Poland
Important Dates
Abstract submission: 1 March 2013
Notification of Acceptance: 15 April 2013
Camera ready paper: 1 June 2013
Early registration: 15 April — 30 June 2013

CORRESPONDENCE
The correspondence should be directed to
IDAACS Organizing Committee:
IDAACS Organizing Committee
Research Institute of Intelligent Computer Systems
Ternopil National Economic University
3 Peremoga Square
Ternopil 46020 Ukraine
Phone: +380352-475050 ext.: 12234
Fax: +380352-475053 (24 hours)
E-mail: orgcom@idaacs.net

Topics

The conference scope includes, but it’s not limited to:

Special Stream in Wireless Systems

Special Stream in Project Management

Special Stream in Cyber Security

Special Stream in High Performance Computing

Special Stream in eLearning Management

Special Stream in Advanced Information

Technologies in Ecology

7. Advanced Instrumentation and Data Acquisition
Systems

8. Intelligent Distributed Systems and Remote
Control

9. Virtual Instrumentation Systems

10. Cluster and Parallel Computing, Software Tools
and Environments

11. Embedded Systems

12. Artificial Intelligence and Neural Networks for
Advanced Data Acquisition and Computing
Systems

13. Advanced Mathematical Methods for Data
Acquisition and High Performance Computing

14. Pattern Recognition and Digital Image and
Signal Processing

15. Data Analysis and Modeling

16. Intelligent Information Systems, Data Mining
and Ontology

17. Robotics and Autonomous Systems

18. Information Computing Systems for Education
and Commercial Applications

19. Bio-Informatics

20. Safety, Security and Reliability of Software

21. Intelligent Testing and Diagnostics of
Computing Systems

22. Internet of Things

23. Special Stream in Intelligent Robotics and
Components

oakwnPE

It’s our pleasure to invite the interested scientists to
organize own Streams.
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