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Summary. The effective sufficient conditions for a positive definite symmetrization of a differential
operator based on a system of two linear first order ordinary differential equations with an asymmetric variable
rank matrix in the derivatives were established. According to these conditions, the existence of a periodic solution
for the arbitrary periodic inhomogeneity and the Galerkin iterative method of its approximate construction was
confirmed. The approach for the research of n numbers of the equations, where n > 2, was described.
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Statement of the problem. There happen to be processes in different branches of
modern science and engineering being modeled by the linear systems of usual differential
equations with a degenerate matrix in derivatives. Such systems appear in the theory of
automatic control, mathematic economics, Kkinetics, theory of non-linear vibrations, theory of
gyroscopic systems, etc. The problem on the periodic or quasi-periodic solutions of such
systems has not been studied good enough.

Analysis of the results of investigation. The systems of equations of the type

A)X® +B(t)x = f(t), (1)
where x e R", x® =dx/dt, A and B — are quadratic matrixes,
rangA(t) = const <n Vvt e[0,T], 2)

which are the most profound studied in [1]. The problem on periodic solutions was studied
in [2] for the positive symmetric systems of differential equations, for which the condition (2)
can not be provided. The results of investigation of conditions for quasi-periodic solutions of
the system for the arbitrary periodic inhomogeneity are presented in [3] having assumed, that
rangA(t) <1. In [4] there have been obtained the conditions for invariant manifold in the linear
systems with the variable rank matrix in the derivatives for the cases, when this matrix is
diagonal or has a rank being not more than 1. In papers [5] and [6] the linear systems, in which
the matrix rank in the derivatives changes from n—1 till n, were investigated. As far as we
know, the system (1) has not been studied enough even for n = 2in the case rangA(t) e [O; 2].
The objective. To investigate the efficient conditions of the single periodic
solution for the arbitrary periodic inhomogeneity for the system (1) with periodic coefficients,

where x e R?, A(t) —is asymmetric matrix, rangA(t) < [0;2] and to present the approach to the

study of the case of n > 2 equations.
Statement of the task. Let us analyze the system of two equations

102 Corresponding author: Andrii Aliluiko; e-mail: aliluyko82@gmail.com


https://doi.org/10.33108/visnyk_tntu
https://doi.org/10.33108/visnyk_tntu2019.0
https://doi.org/10.33108/visnyk_tntu2019.04.1

Valerii Yeromenko, Andrii Aliluiko

a®AO)x® +Bt)x = f (1), (3)

where x e R?, «a(t) — is the scalar function, which can be of zero value, A (t) = A(t),
rang A (t) e[;2], @, A, B, f eC'(T,), the asterisk signs the transpose operation of matrix;

C'(T,) —is the space of vector or matrix functions being of real values, periodical with the 2z

period and those having stability derivative including up to the r order. The problem on the
single periodic solution for the arbitrary inhomogeneity f (t) is being studied. The obligatory
condition for such solution is nondegenerate matrix B(t) [4]. Let us present the system (3) as

follows:
aa®x® +x=g(), 4)
where
a=B'A,g=B"f. (5)
The idea of investigation the system (4) deals with building of so-called left
symmetrizitor [7] V (t) ={v; }; ;.. € C'(T;) of the matrix B™A,whenforall teT,
detV (t) =0, (V(t)B(t)A M) =V OB DA). (6)

Then in the case, when the positively definite matrix V (t), the system is similar to that

of (4) and is positively determined symmetric system.
The elements of matrix V (t) according to the second equation (6) must satisfy the

relation
((a,,85,-3,;,-8,),V)=0 VteT, ©)
where (--) — is the scalar derivative, B™A = fa, },
V= Vi1, Vi1 Vi1, Vap) (8)
here

2
B=>a >0 VteT, 9)

i,j=1

as rangB ‘A >1. The general solution of the equation (7) looks like [7]:

3
V() = 3 A0V, (10)
i=1
where
vy = (aZl’ 1,85, a:Lz)’ vV, = (a221_a12’_a21’_a11)1 Vg = (_all’ a21’_a12’a22) 1 (11)

A@),i= 1,3, —are arbitrary real scalar functions, which are to be determined.
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Taking into account the relations (8), (10) and (11), we will obtain

v (t) _ (ﬂlaﬂ + /Izazz - /Isall ﬂ’lall - ﬂ“ZalZ + lsazlj . (12)
A’iazz - /12321 - 13312 ﬂ’lalZ + /12a11 + ﬁ3a22
Let us choose the value of functions A.(t), i = 1,3 so, that V (t) e c'(T)and
@Hi:q (V(t)E &) =1 VteT,. (13)
For this let us analyze the system of equations
vy, +V,, =0,
v, =1,
v, =1,
that is,
A 0
Cl4,|=[1], (14)
As 1
where

a, +3a, - (a21 + a12) a, —ay,
C= ay ay, —ay

a12 all a22
Let us analyze the conditions of system compatibility (14), taking into account, that

detC = (an +a, )ﬂ’ (15)

where £ is found (9).
If

tr(B‘lAl): a,+a, #0 VteT, (16)

then according to (15) and (9) the matrix C is nondegenerate matrix and the system of equations
(14) has the single solution

A= 2(a11a21 + aizazz)(det C)71 Ay = [(au + a22)2 + (a12 - a21)2](detC)’1,
ﬂ’s = (_a121 - alzz + a221 + a222)(det C)ilv

basing on which we will obtain the matrix from (12)

1 (ay —ay,)(ay, + a22)_1J . a7

Vo= [(alz —a,,)(ay +a,) 1
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Let us assume, that the condition (16) is not satisfied in the isolated points and t, — is
one of them. Then

a (to) +ay (to) =0, (18)
0 -a,-a, -a,+ay,
Ct)) =|ay —ay —ay '
& ay —ay

rangC (t,) = 2, as the sum of squares of the second order minors of matrix C(t,) is equal to

2(a’ +a’ +a’)(2a’ +a’ +al), thatis, it is different from that of zero according to (9) and
expectation (18).
The equation C™(t,)z =0 has the solution

2(t,) = (@ () =y, (t). @ (), 2(to)] # 0.
Then to make the companion system (14), it is necessary and enough to have

(2 (t) ~25, (1) 3, (1)), (0,1,2)) = 0,

that is,
ay, (t)) —ay (t,) =0. (19)
Let us assume, that
a12 (t) B aZl (t) _ eC’
() ray D) (20)

The matrix C , connected to the matrix C, looks like

2 2
a; +3ay - 23-113-12 2a11a21
C= ay (321 - alz) —ap; (a21 - alz) a, (321 - alz) )
a; (alz + a21) —a; (a12 + a21) Ay (alz + a21)

that is why, taking into account (15) and (20)

EC = (a11 + azz)ﬂls )

N 0 2(3-113'21 + alzazz) 2(3-12 - aud)
Clli=|(ay+ azz)2 +(a, - a21)2 =|a, +ay, +(a, —a,)d (8, +a,),
1

2 2 2 2
ay —a; tay, —a, Ay, — 8y — (alZ + a21)d

where |, —is the unit matrix of the third order. That is, the solution of the system (14) in this
case looks like:
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/11 = 2(&12 - a11d):37l ) /12 = [a11 +ay + (alz - azl)d]ﬁil’ ﬁs = [azz —ay - (alz + a21)d]ﬂ7l )

where d(t) is found (20). Having substituted the obtained data in (12), we will obtain the
necessary matrix.

(21)

(1 —d@)
V(t)—[d(t) 1 J

which, taking into account (20), is similar to that of (17). Here it is considered, that according
to the relations (7)—(12), the matrix V (t) is found within the scalar multiplier, which is different
from that of zero.

If tr[B~(t)A (t)]1=0, and there is at least one point t, in which a,, (t) = a,, (t) then the
system (14) is not compatible, that is, it is not possible to make the symmetrization of the system
being of positively defined.

In conclusion, we will obtain the following statement.

Lemma. Let such conditions be satisfied for the system of two equations (3):

) « A g feC'(T) rangA >1 detB(t)#0 VteT,.

2) (2, —a,)(a, +2,) " <C'(T,), where BA = {a}.
Then the system (3) is equivalent to the system

Lx = a(t)V ()BT (1) A ()xP +V (t)x =V (t)B(t) f (1), (22)
where forall teT,

(VBZA) =VB A, min(V(0)s,£)=1, 23)

the matrix V (t) e C"(T,) is determined (17).

According to (23) the equations system (22) is the positively definite symmetric system.
If |a(t)| is small enough, then for every integer s=0,1,...,r and teT, the inequality is
provided

. 1
min <{1+ (s - Ej(aVBlAl)(l)}f, §> >y, y=const >0, (24)
which quarantees [8] for performing the priori estimation of the operator L, as well as the
single solution x,(t) € C*(T,), k >1 being available of the system (22), thus, of the system (3)

for the arbitrary inhomogeneity, if r >k +1.
Let us make the main statement.
Theorem. Let the conditions of lemma be provided for the equations system (3), where

r>k+1, k>1, as well as inequality (24), where s = o,r.
Then the system (3) has the single solution x,(t) € C*(T,) for any inhomogeneity f (t)
Note. In the paper [7] it was shown, that while building the approximation to x,(t),

when their compatability is proved according to the Galyorkin iteration method [8], the system
(3) itself can be used instead of the system (22).
As an example let us analyze the system of the type (3):
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2 . 1)
psint(ZC_OSt sint J(xl(l)JJ{O 1}(&}2(“0) 25)
sint  2cos2t )\ x; 1 0){x, f,(t)
where p —is positive parameter, f,, f,eC'(T,), r>2.
Let us find that value of parameter from the conditions of theorem, when the system (25) has a
smooth periodic solution for any vector of homogeneity.
It should be noted, that the results of work [7] being inconstructive, it results in

difficulties in the positively determined symmetrization of the system in question.
The system (25) is the equivalent to the system

_ sint  2cos2t) x X, f,(t)
psint ) , Nk = :
2cos’t  sint \xP) (x, f,(t)
for which (a, —a,,)(a,, +a,,) " =—sint and according to (17)

V() = 1 sint
()_(—sint 1)

Then

aVB'A = psin t(

(1+2cos’t)sint  2cos2t+sin?t
2cos2t+sin?t  (1—2cos2t)sint |

( VB_lAl)(l) 5 (1+2cos2t)sin 2t (2c032t—55in2t)cost
(04 = ,
(20052t—5sin2t)cost (1+4sin®t —2cos2t)sin 2t

the eigenvalues of matrix (aVB‘lAl)(l)
2O = pYL+2sin’ t)sin 2t + [4(cos 2t — sin? t)? sin® 2t + (2cos 2t — 5sin t)° cos’ t]%}
A0 = pYd+2sin? t)sin 2t — [4(c052t —sin®t)?sin? 2t + (2cos 2t — 5sin* t)? cos’ t]%}
using the MatLab system are assessed by the inequalities
max A
teT,

(t) <539p, rplTn A () >-539p.

max min

The inequalities (24) are satisfied, if the parameter p satisfies the inequality

(2 1
<A-y)mind——; ,
p=it=7) {5,39 5,393}

where s=1,r, y isas small as possible positive number.

Conclusions. 1. Sufficient condition for realization of investigation for the system (3)
presented in the paper are connections (20), that is, the algebraic equation solution being in the

space C'(T,)
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(an +a22)z =3, —ay,

where a; — are the elements B™A . If this condition is not provided, then additional

investigations are to be performed, beginning from the most simple case of the system
type (3):

0 a®)o,,_
a(t)(az(t) 0 jx +x=f(t),

where a,(t) = a,(t), a(t) and a (t)a,(t) can be of zero value a’ +a’ >0
2. While generalizing the obtained results for the case of three equations of the system
it should be noted, that the matrix V (t) should be found as it follows:

1 v, V,
V=-v, 1 v},
-v, -v, 1

where unknown values v, v,,v, are found as smooth periodic solution of the inhomogeneous

system of three linear algebraic equations resulted by the matrix equation (VBflAl)* =VB'A .

n(n-1 . . .
In general case the system of % numbers of equations must be investigated.

3. The results obtained in the paper can be used for studying the problem on periodic
solutions of the system being available

AD)X" +B(O)X +C)x = f(t).

It was considered in [9], that A(t) —is symmetric and B(t) — is the matrix being positive
or negative.
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VJIK 517.919

PO NEPIOJUYHI PO3B’SI3KU JIIHIMHUX CUCTEM
I3 HECUMETPUYHOIO MATPUIEIO 3SMIHHOI'O PAHI'Y
HPU NOXITHUX

Baunepiiit EppoMeHnKko; AHApiNA AUTYIIKO

TeproninbcoKkull HAYIOHAILHUL eKOHOMIYHUL YHigepcumem, Teprnoninw, Yipaina

Pe3ztome. B pisnux eanyssax cy4acHoi HayKu i mexHiKu 3yCMpiyaiomvbcs npoyecu, sKi MOOenomscs
JUHIUHUMU  CUCTeMAMU 36UYAUHUX OUpepeHyiaTbHUX PIHAHb 13 8UPOON’CYBAHOI MAMPUYEI0 NPU NOXIOHUX.
Cucmemamuyne 8U8UEHHA MAKUX CUCTEM PO3NOUANOCA NOPIBHAHO HedasHo, 3 noyamky 70-x pokie Mumyn020
cmoaimmsa. Ha yeu uac Haibinbwr po36uHeHON € Meopis SUPOOICEHUX NIHIUHUX cucmem 3i CMAIUMu
koegiyicumamu. Lo dc cmocyemvcs meopii 6upoodicenux cucmem 3i SMIHHUMU Koepiyicumamu, mo it po3eunymo
3HAYHO Menwio miporo. Hauinosniwe O0ocniosceno eunadok cmanoeo pauzy mampuyi npu noxionux. Teopis
iCHY8aHHA NEPIOOUUHUX A KEA3INEePIOOUYHUX PO36 A3KIE 0J1 3MIHHO20 paney Mampuyi npu noXioHux oaieka io
3a6epuients il po3poodaena 0 000aMHO GUSHAUEHUX CUMEMPULHUX CUCTNEM, A MAKOIC Y BUNAOKAX, KOAU Yell pane
smintoemuvces 6i0 () 0o 1 abo 6io n— 1 do n. Hocniodxceno docmammui yMo8U ICHYBAHHA €OUHO20 NEPIOOUUHO2O
PO38 A3KY cucmemu 080X MIHIUHUX OuhepeHyianbHUX PIBHAHD I3 MAMPUYero npu NOXIOHUX, PaHe K0T 3MIHIOEMbCS
6i0 0 0o 2, 0ns 008inbHOI NePioduyHOI HeoOHopioHocmi. Bcmanosieno docmamui yMO8U GUKOHAHHS ANpIOPHUX
OYIHOK OJiA OughepenyianibHo20 onepamopd, NopPoOHCEHO20 BUXIOHOKW CUCMEMON, HA NIOCMASI SKUX MOJCHA
nobyoyeamu 3 00nomo2ow imepayitinoco memooy I anmbopkina HAOIUNCEHH 00 UWYKAHO20 NepioOudH020
038 A3KY, a makodic ix 30ixcuicmo. Ilpu ybomy 6UMazaemvbCs iCHY8aHHS HenepepeHUX NOXIOHUX OPY2020 NOPSOKY
Koegiyicnmie cucmemu, o 3yMO61EHO MEMOOOM, BUKOPUCIAHUM O 00TpyHmYyseanus npoyecy I anvopkina. Ll
8UMO2A € MUNOBOI 0I5l (DYHKYIOHATIbHUX MemOoOi8 Mamemamuunoi gizuxu. Ax npukiad, 00caioxiceno cucmemy,
AKY He 80AEMbCA GUSUUMU PO3POOIeHUMU paniule Memooamu. Brxazano nioxio 0o yzaeanvHenHs OompumaHux
pesyromamie 01 6UNAOKy cucmem 0inbwoeo yucina oughepenyianohux pienans. Ha yvomy winaxy nompiono
docniddcysamu  iCHY8aHHA 21A0KUX NEePiOOUYHUX PO36 SI3KI8 cucmem aneeOpaiuHux RiHIUHUX HeOOHOPIOHUX
pisusanb. Ompumani 6 pooomi pe3yibmamu MoXHCyms 6ymu GUKOPUCIMAHRT NPU PO38 A3Y6AHHI 3A0ayi NPO iCHY8ANHHSA
nepiooudHUX POo38 'A3Ki8 MIHIUHUX cucmem OugepenyianbHux pieHAHb GUUWUX NOPAOKIE, y AKUX MaAmMpuys npu
cmapuili NOXIOHIU € HeCUMEMPUUHOIO 1 BUPOOICEHOIO.

Knrouoei cnosa: supooddicysani cucmemu HiHitiHUX OughepenyianoHux pigHaHb, nepioOudHi po3e a3Ku.
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